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The increased availability of 3D devices on the market raises the interest in 3D technologies. A lot of research is going on to advance the current 3D technology and integrate it into market products. Video gaming, displays, cameras, and transmission systems are some examples of such products. However, all of these products use different input 3D video formats. For instance, there are many types of 3D displays that work with different inputs like stereo video, video plus depth map or multi-view video. To provide input for these displays, the development of adequate 3D video capture systems is required. 3D video capture systems in general consist of multiple cameras. They also include tools for interfacing the cameras, synchronizing the captured video and compensating the physical disorientation effect of assembly process over hardware devices.

A drawback of the current approaches for data capture is that each of them is suitable only for a specific display type or specific application. Capture systems should be redesigned for each of them particularly. There is no single solution that can provide 3D streams for the multitude of 3D technologies.

The main objective of this thesis is to develop a generic solution that can be used with different camera array topologies. A system is developed to interface multiple cameras remotely and capture video from them synchronously in real-time data acquisition. Several computers are used to interface multiple cameras and a physical network is setup to build communication lines between the computers. A client-server software is implemented to interface the cameras remotely. The number of cameras is scalable with the flexibility of software and hardware of the system. This approach can handle integration of different video camera models. Moreover, the system supports integration of depth capture devices, which delivers depth information of the scene in real time. Calibration and rectification of the proposed multi-sensor camera array setup are supported.
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## ABBREVIATIONS AND NOTATIONS

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D</td>
<td>Two Dimensional</td>
</tr>
<tr>
<td>3D</td>
<td>Three Dimensional</td>
</tr>
<tr>
<td>4D</td>
<td>Four Dimensional</td>
</tr>
<tr>
<td>API</td>
<td>Programming Unit</td>
</tr>
<tr>
<td>BM</td>
<td>Block Matching</td>
</tr>
<tr>
<td>DTL</td>
<td>Direct Linear Transformation</td>
</tr>
<tr>
<td>E</td>
<td>Essential Matrix</td>
</tr>
<tr>
<td>F</td>
<td>Fundamental Matrix</td>
</tr>
<tr>
<td>FAST</td>
<td>A high-speed corner detection algorithm.</td>
</tr>
<tr>
<td>GC</td>
<td>Graph-Cuts</td>
</tr>
<tr>
<td>GFTT</td>
<td>Good Features to Track</td>
</tr>
<tr>
<td>HD</td>
<td>High Definition</td>
</tr>
<tr>
<td>HVS</td>
<td>Human Visual System</td>
</tr>
<tr>
<td>IVT</td>
<td>Integrating Visual Toolkit</td>
</tr>
<tr>
<td>LCD</td>
<td>Liquid Crystal Display</td>
</tr>
<tr>
<td>LDRI</td>
<td>Laser Dynamic Range Imager</td>
</tr>
<tr>
<td>M</td>
<td>Camera Matrix</td>
</tr>
<tr>
<td>MSER</td>
<td>Maximally Stable Extremal Regions</td>
</tr>
<tr>
<td>O</td>
<td>Optical Center</td>
</tr>
<tr>
<td>OpenCV</td>
<td>Open-source library for computer vision</td>
</tr>
<tr>
<td>P</td>
<td>Principle Point</td>
</tr>
<tr>
<td>P</td>
<td>Projection Matrix</td>
</tr>
<tr>
<td>PMD</td>
<td>Photonic Mixer Device</td>
</tr>
<tr>
<td>PNG</td>
<td>Portable Network Graphics</td>
</tr>
<tr>
<td>R</td>
<td>Rotation Vector</td>
</tr>
<tr>
<td>SGBM</td>
<td>Semi-Global Block Matching</td>
</tr>
<tr>
<td>SIFT</td>
<td>Scale-Invariant Feature Transform</td>
</tr>
<tr>
<td>SMB</td>
<td>Sub-Miniature Connector (Version B)</td>
</tr>
<tr>
<td>SURF</td>
<td>Speed Up Robust Feature</td>
</tr>
<tr>
<td>SVN</td>
<td>Software Versioning System</td>
</tr>
<tr>
<td>T</td>
<td>Translation Vector</td>
</tr>
<tr>
<td>ToF</td>
<td>Time-of-flight</td>
</tr>
<tr>
<td>USB</td>
<td>Universal Serial Bus</td>
</tr>
<tr>
<td>VXL</td>
<td>the Vision-Something-Libraries for Computer Vision</td>
</tr>
</tbody>
</table>
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1 INTRODUCTION

Vision is considered as the most complex sense among the five senses. It is able to discriminate objects in the surrounding world by color, shape, 3D space location, etc. In particular, depth information is mainly retrieved by two slight different perspectives delivered by the two eyes. Though there are some visual cues relying on a single eye, such as perspective, shading, shadows, occluding contours, focus-defocus, texture, motion parallax, highlights, and the stereo cue or the stereopsis. The stereopsis is the strongest to facilitate depth perception for human beings.

A camera is a device which captures and saves images. Its name comes from the “camera obscura”, which means in Latin “dark chamber”. In a sense, this device is an imitation of the human eyes. The aperture works as pupil and sensor works as fovea. In addition to this, lenses are included to scale and focus on larger field of view. Current camera technology provides digital sensors for capturing world information by discrete areas of pixels. Digital images representing pixel arrays allow digital processing and further manipulations such as filtering, object tracking, highlighting, depth extraction, etc. During the assembly process of a camera, some misalignments might occur between the sensor, the plane where the pinhole lays, and the lens. These misalignments are parameterized in a matrix called camera matrix. The lenses that are used on the cameras cause distortion over the captured images. This distortion is modeled with distortion parameters. The camera matrix and distortion parameters are called intrinsic parameters.

![Figure 1.1 Stereoscope principle](image-url)
Sir Charles Wheatstone discovered that an optical illusion of depth could be obtained from two planar images. He invented a device that projects planar stereo images to related eyes (Figure 1.1). When eyes are focused on the images, the brain processes the images as they are views of real world and perceives depth from them. This device is called stereoscope. With the invention of this device, it is proved that the main cue for depth perception is stereopsis. Therefore, a stereo camera setup is used to capture stereo images to use for this device. The setup consists of two horizontally aligned cameras as a simulation of human eyes. Since the cameras are capturing from different locations, an object from the real world is projected on different locations in the images. The difference between corresponding points in the two images is called disparity and can be separated to two components, vertical disparity and horizontal disparity. The calculation of horizontal disparity is done by matching corresponding points of the same object in stereo images. The search processes of the corresponding points is called correspondence problem. In an ideal stereo system, there is no vertical disparity and search process is simple. If there is a vertical disparity, the search process becomes more complex. In practice, it is not possible to produce ideally aligned stereo cameras. Some misalignment occurs between the cameras because of the assembling process. This misalignment is represented by some parameters called external parameters. These parameters include the location of the camera, which is represented by three dimensional coordinates, and the orientation of the camera, which is represented by three angles. A process called calibration is used to obtain these extrinsic parameters and also the intrinsic parameters. Various researchers studied calibration [1], [2], [3], [4], [5]. Rectification is then applied compensate for the estimated camera positions.

A multi-sensor camera array capture system for generating 3D data has some issues about capture process and post processing. First of all, the cameras have to be synchronized during capturing the scene. Otherwise, the images will not be captured simultaneously, which causes problems for the matching process of the corresponding points. To resolve the synchronization problem, software and hardware triggers are used. Secondly, the capture process is managed by software. This helps to store data and adjust the camera capturing parameters like brightness, gain, aperture, etc. If several cameras are used, only one computer is not sufficient to interface all cameras. Thus, multiple computers are used, and software implementation is done for camera interfacing over these computers. Depth estimation algorithms are not sufficient for obtaining good depth map in real-time. Depth capture devices are used for this purpose. Currently, two main methods are used in these devices. First one is Time-of-Flight [6] and the other one is structured-light 3D scanner [7]. These cameras obtain the depth information of the scene in real time. The data that is retrieved from the depth capture devices contains noise in both methods, and this noise can be eliminated with noise reduction algorithms. The integration of a depth camera to a video camera setup reduces the work for getting depth information. On the other hand, depth capturing devices has to be calibrated and rectified in order to use the data for 2D and 3D fusion.
The advancements in 3D capture devices is related with the 3D displays. These displays can be categorized into four general groups: stereoscopic, auto-stereoscopic, and volumetric and holographic displays. Each group uses different type of data such as stereo video or video plus depth map, or multi-video. Some displays generate multiple images from 2D plus depth map format, which is still being researched [8, 9, 10, 11]. However, rendered images are not that satisfactory from the observers’ point of view. If there are several views needed to be generated, more than 2D and a depth map are required. To obtain input images for these displays, a multi-view camera capture system is needed.

1.1 Definition of the Problem

In this thesis, a generic solution for continuous image capturing with multi-sensor camera arrays is targeted. This system allows to remotely interface multiple cameras, capture synchronized data and save it in real time. The scalable hardware and software are able to interface multiple cameras with several computers. The computers are connected each other via a network. In the system, each computer has server side software, which interfaces two cameras and communicates with the client side software.

Integration of depth cameras is accomplished to this generic solution as well. Thus, the server side software and client side software are also able to work with depth cameras. In addition to the capture software, an application is implemented to operate calibration and rectification process. This implementation is able to calibrate the multi-sensor cameras and a depth camera with the given calibration images. Moreover, it rectifies the images with the calibration results and provides rectified images for 3D video storage or transmission or depth extraction.

1.2 Organization of the Thesis

In Chapter 2, a general overview of the pinhole camera capture model is given. Furthermore, the distortions that are caused by the lenses, camera calibration and pose estimation are discussed. In Chapter 3, the calibration of stereo cameras, epipolar geometry of the stereo systems, rectification process and different multi-sensor camera array capture systems for 3D capturing are explained. Chapter 4 presents a generic approach for different multi-sensor camera array capture systems. Performance evaluation of the system and the calibration results are represented in Chapter 5. Conclusions and future work are given in Chapter 6.
2 Camera Capture Model and Calibration

Euclidean Geometry is formed by distances, measurement and angles. In this geometry, if two lines lie on the same plane and they do not intersect, they are called parallel lines. We think this geometry represents the real world around us clearly. However, Euclidean Geometry is just a particular aspect of a more general one known as Projective Geometry. It originates from principles of perspective, where the parallel lines meet at infinity. Moreover, distance, size and angles are irrelevant in this non-metrical form of geometry. When the imaging of real world is considered, a change of coordinate system from real world to camera world occurs. The projective geometry explains how real world is observed and mapped on a camera sensor, which provides a capture model.

2.1 The Pinhole Camera Model

A pinhole camera is a light proof small box, which has a pinhole on one side and sensor on the opposite side. The pinhole directs light coming from the scene to the sensor as an inverted image (Figure 2.1). This image acquisition model is called Pinhole Camera Model. It maps the coordinates of a 3D point from the real world to its projected coordinates in an ideal pinhole camera. Current digital technology of camera sensors captures the projected light, and stores them by digital sensors. These projections of 3D world in 2D images are represented by pixels.

![Figure 2.1 The Pinhole camera model](image-url)
In the pinhole camera geometry, the pinhole projects the image on Image Plane. The center of this image plane is called Principle Point $P$. The optical center of the system $O$ is the same point with the pinhole of the model, and it lies on a plane called Pinhole Plane. The distance between $O$ and $P$ is called focal length, and denoted by $f$. $Q = (X,Y)$ is the vector of coordinates of an object in the real world and $q = (u,v)$ is the vector of object coordinates on the image plane. The distance of the object from $P$ is $Z$. With the rule of similar triangles, the relation between $(O, P, q)$ and $(O, Z, Q)$ triangles is given by the formulas:

$$u = f \left( \frac{X}{Z} \right), \ v = f \left( \frac{Y}{Z} \right). \quad (2.1)$$

In this case, the distance $d$ is the same with the third coordinate of $Q$. Here is the relation of $Q$ and $q$:

$$q(u, v) = Q \left( f \frac{X}{Z}, f \frac{Y}{Z} \right). \quad (2.2)$$

Eq.2.2 explains how to map real world coordinates $(X,Y,Z)$ to image coordinates $(u,v)$ in pixels, and this mapping is called Projective Transform. The projective transform does not preserve size or angle but it preserves incidence (e.g. points on a line remain on the same line or two intersecting lines will intersect after the transformation) and cross-ratio.

![Figure 2.2 Misalignment of the pinhole plane and sensor](image)

**Figure 2.2 Misalignment of the pinhole plane and sensor**

a) Center of the sensor is not on the same line with optical axis  
b) Pinhole plane is not parallel to the image plane

The calculation in Eq. 2.2 is done with the assumption that the camera sensor and aperture orientation are ideal. The assembly process of the cameras causes some misalignments over the image plane and pinhole plane. When the image plane is not parallel to the pinhole plane, the focal length of the camera changes (Figure 2.2.b). Therefore, focal length is denoted by $f_x$ and $f_y$. When the central point of the sensor is not aligned
with the optical center (Figure 2.2.a), the principal point \((P)\) is represented by two variables, \(c_x\) and \(c_y\). Neither the actual focal length \((f)\) nor the sizes of the imager elements \((s_x, s_y)\) can be measured during the calibration process. Thus, only \(f_x = s_x, f_y = fs_y\) are derived

\[
 u_s = f_x \left(\frac{X}{Z}\right) + c_x, \quad v_s = f_y \left(\frac{Y}{Z}\right) + c_y .
\] (2.3)

The misalignment coordinates are added to Eq.2.1 and we obtain Eq.2.3. This models the real world camera systems.

The basic idea behind projective transformation is to add additional points at infinity to the Euclidean space. The geometric transformation converts the additional points to normal points or other way around. Thus, while working with projective transforms, we add extra coordinates to the points and they become homogenous coordinates. These coordinates are related with a point in \(n^{th}\) dimension projective space and represented by on \((n + 1)\) dimensional vector, which means a 2D vector is described by a 3D vector or a point in 3D world is described with 4D vector. In homogenous coordinates, real pixel coordinates \((u, v)\) are represented as \(q = (x, y, w)\) and the relation between them is represented in Eq. 2.4.

\[
 (u, v) = (x/w, y/w) .
\] (2.4)

In homogenous coordinates, real world coordinates are represented as \(Q = (X, Y, Z, 1)\). Using this property, the parameters in Eq. 2.3 are re-arranged into a 3-by-3 matrix and called Camera Matrix \((M)\).

\[
 q = \begin{bmatrix} X \\ Y \\ W \end{bmatrix} = M[1 | 0] Q, \text{ where } M = \begin{bmatrix} f_x & 0 & c_x \\ 0 & f_y & c_y \\ 0 & 0 & 1 \end{bmatrix} , Q = \begin{bmatrix} X \\ Y \\ Z \end{bmatrix} .
\] (2.5)

By Eq.2.5, \(w = Z\) will be found out. However, the result is not the 3D locations of the points but the homogenous representation of optical rays. Dividing the homogenous coordinates by \(w\) will invert the operation into image pixels back (Eq.2.3).

### 2.2 Optical Distortions

Lenses aid to gather more light from scene via focusing more light on a point, which allows brighter images. Current technology is not able to produce ideal lenses that can render the straight lines in real world remain as straight lines in the image plane. Therefore, lens causes distortion over the image. The process is illustrated in Figure 2.3.
The distortions which are caused by current camera lenses are almost non-visible. But this does not change the fact that there is always a distortion even with expensive lenses. Most visible distortions are radial distortions caused by the spherical lenses. They can be classified into two groups: barrel distortions and pincushion distortions. In barrel distortions, the effect of magnification over the image increases when one gets further away from the optical center. Pincushion distortions are the opposite of barrel distortions.

Spherical lenses bend the light rays more when the light gets farther from the center of the lens. Therefore, distortion in the optical center is zero and increases to the edges similar to water drop rings. In mathematics, this property is modeled by the first few terms of Taylor series expansion around \( r = 0 \);

\[
\begin{align*}
x_d &= x + (1 + k_1 r + k_2 r^4 + k_3 r^6), \\
y_d &= y + (1 + k_1 r + k_2 r^4 + k_3 r^6),
\end{align*}
\]

where \((x, y)\) are the original location of distorted pixels and \((x_d, y_d)\) are undistorted pixels in camera coordinates \( r = \sqrt{x^2, y^2} \). The first two coefficients \( k_1, k_2 \) in Eq. 2.6 and Eq. 2.7 are the important parameters to remove the radial distortion. If the camera does have really high distortion, \( k_3 \) is used as well.

Another type of distortion occurs when the lenses cannot be perfectly aligned with the camera sensor. This assembly process error causes tangential distortion (Figure 2.3).
The distortion is visible as skewed geometry of the scene and characterized by two coefficients: \((p_1, p_2)\)

\[
x_d = x + [2p_1y + p_2(r^2 + 2x^2)] ,
\]
\[
y_d = y + [2p_2x + p_1(r^2 + 2y^2)] ,
\]

where \((x, y)\) are the original location of distorted pixels and \((x_d, y_d)\) are undistorted pixels in camera coordinates by \(r = \sqrt{x^2 + y^2}\).

In conclusion, there are five parameters which are used for un-distorting process, namely \(k_1, k_2, k_3, p_1, p_2\). In current lens technology, radial distortions are low and tangential distortion is almost zero. For that reason, the first two of these parameters are the most important for correcting the lens distortions.

### 2.3 Image Rotation and Translation

The change in the perspective of the 3D world results a change in the components of a 3D vector. The location change of the vector is called translation, represented by a 3D coordinate. These coordinates debate the differences from the previous ones. The orientation change of the vector is called rotation and it is represented by three rotation angles.

![Figure 2.4 A two dimensional rotation with an angle \(\theta\) in Euclidean Space](image)

We assume that a camera is aligned with a vector where the optical center is at the position and the camera direction is the orientation of the vector. Thus, we can denote the orientation of the camera, which is defined by the rotation matrix, and the relative location of the optical center is defined by the translation vector. The rotation matrix consists of three rotation angles and the translation vector is defined by a 3D coordinate. These parameters are known as extrinsic parameters and to calculate them, a reference
point in the real world coordinate system is selected to be the *center of projection*. This center is the zero point of the system and all other parameters are obtained with respect to this point.

Rotation of an image is done in three dimensions with respect to the optical center. The rotations in axes $x, y, z$ are represented by the angles $\theta, \psi, \varphi$. Any rotation process can be reversed by the opposite sign angle. After a 2D rotation, the locations of the new coordinates are calculated by a matrix multiplication:

$$
\begin{bmatrix}
x' \\
y'
\end{bmatrix} =
\begin{bmatrix}
cos\theta & -sin\theta \\
sin\theta & cos\theta
\end{bmatrix}
\begin{bmatrix}
x \\
y
\end{bmatrix}.
$$

To find the new locations of the coordinates in three dimensional space, a matrix multiplication is needed as well. Rotations in three dimension space are shown in Figure 2.5. These rotations are decomposed to three 2D rotations around a static axis. For instance, during the rotation around an axis, it stays steady and the other axes rotate (Figure 2.4). Three rotation matrixes for each of the axes in three dimensional space are calculated by the 2D rotation matrix multiplication (Eq. 2.10) with each rotation angle. Each of them is represented by a matrix:

$$R_x(\theta) =
\begin{bmatrix}
1 & 0 & 0 \\
0 & cos\theta & -sin\theta \\
0 & sin\theta & cos\theta
\end{bmatrix},
$$

$$R_y(\psi) =
\begin{bmatrix}
cos\psi & 0 & sin\psi \\
0 & 1 & 0 \\
-sin\psi & 0 & cos\psi
\end{bmatrix},
$$

$$R_z(\varphi) =
\begin{bmatrix}
cos\varphi & -sin\varphi & 0 \\
sin\varphi & cos\varphi & 0 \\
0 & 0 & 1
\end{bmatrix},
$$

where $R_x(\theta)$ represents the rotation matrix when rotation is done around $x$-axis, $R_y(\psi)$ represents the rotation matrix when rotation is done around $y$-axis and $R_z(\varphi)$ represents the rotation matrix when rotation is done around $z$-axis.
2. Camera Capture Model and Calibration

The Rotation Matrix given in Eq. 2.14 is the product of all 2D rotation matrices. This matrix enables to rotate an image to every directions as illustrated in Figure 2.5.

\[
\begin{bmatrix}
X' \\
Y' \\
Z'
\end{bmatrix} = R \begin{bmatrix}
X \\
Y \\
Z
\end{bmatrix}, \text{where } R = R_x(\theta).R_y(\psi).R_z(\phi).
\]  
(2.14)

\( R \) is an orthonormal 3x3 rotation matrix[12] where the inverse process is possible with its transpose matrix.

\[ RR^T = I, \ \text{det} \ R = 1, \]  
(2.14)

where I is the identity matrix. The translation vector is used to express the position of the optical center. This vector represents the coordinate difference between the origin of the coordinate system and the optical center of the camera. This basic matrix subtraction operation is calculated by:

\[
T = O_R - O_c = [X, Y, Z]_R - [X, Y, Z]_c,
\]  
(2.15)

where \( O_R \) is the origin of the reference principal point, \( O_c \) is the camera principal point, and \( T \) is a three dimensional vector.

\[
P_{3x4} = M[I \mid 0][R_{3x3} \mid T_{3x1}]_{3x4}
\]  
(2.16)

\[
\begin{bmatrix}
X' \\
Y' \\
Z'
\end{bmatrix} = P \begin{bmatrix}
X \\
Y \\
Z \\
1
\end{bmatrix}.
\]  
(2.17)
The *Camera Projection Matrix* \( (P) \) is calculated with the multiplication of the camera matrix, the rotation matrix and the translation vector. Thus, it includes intrinsic parameters except the distortion parameters and the extrinsic parameters. In 2D pixel coordinates, \((u, v)\) is used and calculated by Eq. 2.4. World coordinate points are represented by \((X, Y, Z)\). In Eq. 2.16, homogenous coordinates of those points are used for projective mapping from world coordinates to pixel coordinates.

### 2.4 Camera Calibration

The camera projection matrix contains four parameters from the camera matrix: \(f_x, f_y, c_x, c_y\), three parameters (angles) from the rotation matrix: \(\theta, \psi, \varphi\) and three parameters from the translation vector: \(x, y, z\). Thus, 10 parameters are needed to be calculated in total for the projection matrix. Moreover, the distortion parameters are used to eliminate the distortion over the image. *Camera calibration* is the process to find these intrinsic and extrinsic parameters.

![Figure 2.6 Different types of calibration patterns: dots, chessboard, circles, 3D object with Tsai grid [3]](image)

In the calibration process, a planar surface is used to assume a center for the coordinate system of the target. Different types of planar surface calibration objects have been used for calibration. Those are given in Figure 2.6. Some calibration techniques use 3D objects covered with one of the calibration patterns. However, a flat planar chessboard object is easier to deal with. Zhang’s technique uses a planar pattern from different orientations [18]. It does not matter which planar object is used as long as the metrics of the object is known. To provide enough information about real world coordinates, images with chessboard are taken from many orientations. This is illustrated in Figure 2.7.

![Figure 2.7 Chessboard calibration pattern with different orientations](image)
After capturing the calibration images, the corners or central points of the circles in the images are detected and calculated. Then straight lines are fitted to these detected edges or points to obtain the distortion parameters. The matches of real world coordinates and their projection in the images are found, and the pixel coordinates are converted to homogenous and focal length is calculated (Eq.2.5). Since the distances of the edges in the checkerboards are known, the physical location of the camera as given in Figure 2.8 can be calculated by triangulation (Figure 2.1).

![Figure 2.8 Estimated camera positions (extrinsic parameters) with respect to the calibration pattern (Camera centered)](image)

Besides this basic method, there are more comprehensive methods to get the calibration parameters such as photogrammetric calibration [2], [3], [13], self-calibration [1], vanishing points for orthogonal directions [4], [14], calibration from pure rotation [15], direct linear transfer [16], and with implicit image correction [17]. The library that is used in this thesis is OpenCV¹, and it uses the Zhang’s method[18] for calibration which is based on maximum-likelihood criterion. OpenCV uses a different method based on Brown [19] to obtain the distortion parameters.

¹ Available online [http://opencv.willowgarage.com/wiki](http://opencv.willowgarage.com/wiki), retrieved on 18.03.2011
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The main aim of this thesis is to overview different types of camera array topologies and to find a solution suitable for all of them. There are many camera array systems that are used for 3D capture such as stereo, aligned and non-aligned multi-sensor camera arrays and camera arrays plus depth camera. An overview of these systems is presented in this chapter.

3.1 Stereo Systems

When eyes capture an object, it appears in different places of the left and right eye (Figure 3.1). After capturing the images, they are converted into electro-chemical signals and transferred to the brain for further processing. The brain combines and extracts the differences of the images to get information about the third dimension of the scene.

![Figure 3.1 Principals of binocular vision](image)

The corresponding points of an object are on different locations in the stereo images. The difference between these points is called disparity. It might be presented in 2 dimensions, therefore we distinguish between vertical disparity and horizontal disparity. The vertical disparity is zero in an ideal stereo setup, because the sensors are ideally aligned on the same plane. The horizontal disparity shows whether the image is close or far from the camera, and it is inversely proportional to the object distance. When the
object is close to the camera, the disparity value is large, and when the object is far away from the camera, the disparity value is small. The calculation of the horizontal disparity for each pixel or window provides the disparity map, which is helpful for estimating the depth of the scene. The distance between the centers of two sensors is called \textit{baseline}.

![Stereo camera system](image)

**Figure 3.2 Stereo camera system**

Current technology provides digital cameras, which uses digital sensors to capture images and pixels store the image data. To save the captured images, a hardware setup is used. Interfacing the cameras and visualizing the captured images are maintained by software. Furthermore, post-processing of the images, as calibration and depth map estimation, is done by software as well. After these steps, the video sequence is ready to be transmitted or used in multi-view stereoscopic displays. The process is illustrated in Figure 3.2.

### 3.1.1 Epipolar Geometry

The purpose of stereo systems is to retrieve depth information of a scene from stereo images. In this attempt, the relation between the images is important. Finding a projection of a real world point from one image in other image is a complex process. The solution of this issue provides the \textit{disparity map}, which quantifies the difference between points in the two images corresponding to the same world point. This search for match-
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Aligning points is called correspondence problem. To approximate the relation between the cameras, epipolar geometry is used, which represents the internal projective geometry between two images.

Figure 3.3  a)Point Correspondence Geometry, b)Epipolar Geometry

In stereo camera systems, an object in real world is projected to both camera sensors. Suppose that point $X$ in 3D real world is projected on both images and represented by $x$ and $x'$. Let’s assume that the optical centers of the stereo cameras are $C$ and $C'$. When we connect these optical centers and the 3D real world point $(X)$, they define a plane called epipolar plane (Figure 3.3.a). The intersection of the baseline with the image planes; $e$ and $e'$, are called epipolar points. The lines passing over $e$ and $x$, or $e'$ and $x'$ are called epipolar lines. For each camera center, there is only one epipolar point, although there are numerous epipolar lines. This means all of these lines are passing through in only one point, which is the epipolar point.

For any point $x'$ in one image, there is an epipolar line on the other image and epipolar lines on the one camera are in different place on the other camera. However, every $x'$ points that are matching with $x$ lies on the same epipolar line, which are all on the same epipolar plane. This mapping from points to lines is represented by a 3-by-3 matrix called fundamental matrix. Another form of this algebraic representation is called essential matrix [20]. The relation between these two matrices is:

$$E = R[T]_x,$$
$$E = M'FM,$$  \hspace{1cm} (3.1) \hspace{1cm} (3.2)

where $E$ is the essential matrix, $F$ is the fundamental matrix, $R$ is the rotation matrix, $T$ is the translation vector and $M$ is the camera matrix. The essential matrix is independent from the camera matrix, which means the camera has been calibrated in advance (Eq.3.1), (Eq.3.2). This property makes the essential matrix less complicated than the fundamental matrix, and includes both intrinsic and extrinsic parameters.
3.1.2 Stereo Calibration and Rectification

In camera calibration, the orientation and the location of the camera are obtained with respect to the reference point, which is mostly chosen from the one of the calibration chessboard corners. The number of the cameras in the system does not change the idea of the calibration. In stereo calibration, two orientations and locations of both cameras are obtained. However, selecting one of camera projection centers as the reference point simplifies the calibration process to find only one rotation matrix and one translation vector. The rotation matrix represents the difference of the orientation, and the translation vector represents the location difference between the two camera projection centers. In an ideal stereo setup, the rotation angles are zero and the translation vector is zero except for the horizontal difference, which is given by the baseline. The images captured with this setup are ready for showing on stereoscopic displays. However, cameras and stereo setup have some misalignments that occur from the assembling process (Figure 3.4). Therefore, the rotation angles never become zero and the translation vector never has a zero component.

Figure 3.4 Orientation differences in stereo setups. a) Ideal stereo camera setup, b) Optical centers are not aligned on z-axis, c) Optical centers are not aligned on y-axis, d) Optical centers coordinate system angle difference over y-axis (yaw), e) Optical centers coordinate system angle difference over z-axis (roll), f) Optical centers coordinate system angle difference over x-axis (pitch)

In an ideal stereo system, the epipolar lines are parallel to each other. In this case, searching the correspondences of points is easy, because only one dimensional search is done. If the epipolar lines are not parallel, a relation between them is found to keep the easy searching process. This relation between the epipolar lines is given by the fundamental matrix. A projection by this matrix makes the epipolar lines become parallel and stereo images well aligned. This process is called rectification, and the rectified images
simulate the system as it is working ideally. The result of rectification is illustrated in Figure 3.5.

![Figure 3.5 a) Randomly located cameras, b) Rectified cameras](image)

Problems with epipolar geometry are solved by applying rectification process on the two images (Figure 3.3.b). Rectification methods can be classified into three groups: planar [2], [21], cylindrical [23], [24], and polar [25], [26]. In planar rectification techniques, calibration is needed for un-distorting the images so that less-complex linear algorithms can be applied. On the other hand, non-linear techniques (cylindrical and polar) do not need to apply calibration in advance. However, these methods are more complex. In this thesis, OpenCV library is used for rectification, which contains the implementation of Hartley [4] (non-linear) and Bouguet [27], [28] (linear) methods.
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3.1.3 Stereo Matching

As discussed before, calibration of the cameras and rectification of the images decrease the complexity of searching the corresponding points of an object in both images. In stereo images, matching the corresponding coordinates is called stereo matching. If the cameras setup is not ideal, this search is in 2D, and after rectification it is one dimensional search, which makes stereo matching works faster and with higher accuracy (Figure 3.6).

The rectification is not applicable to stereo images when there is no information about the cameras. Thus, stereo matching becomes more complex. There are many stereo matching algorithms that can produce disparity maps, even with non-rectified stereo images. These methods can be classified into two main topics: Local Block Matching [29] and Global Matching [30], [31], [32], [33]. In local matching, the correlation between the neighborhood of a pixel in one image and in the other image is used. Global/Feature based methods use more edges, line segments, etc to find correspondence of them. A survey about taxonomy and stereo matching methods is given in [34]. As shown there, there is a trade-off between fast and accurate techniques where local techniques achieve high speed and global techniques achieve high-quality dense depth maps.
Figure 3.7 A depth map extraction of “rocks1” samples\(^2\) with semi-global block matching. From left to right respectively, left image, right image and obtained disparity map.

When the local structure is similar, block matching algorithms face difficulties to find the matching points [35]. Global matching algorithms are relatively insensitive to illumination changes and give better consequences if there are strong lines or edges. However, most of the global matching techniques are computationally complex and need many parameters to be tuned up. For that reason, other methods have been studied to find the optimum solution like adaptive-window based matching [35], [36], [37] or semi-global stereo matching [38]. In OpenCV library, Graph-Cuts [38] and Block Matching [40] algorithms are implemented already for stereo correspondence.

### 3.1.4 Depth Estimation

After the disparity map generated, basic triangulation methods over the binocular vision geometry (Figure 3.1) are applied to obtain depth of the pixels, which is calculated by the formula:

\[
r = \frac{bf}{Nx},
\]

where \(r\) denotes the range of the object, \(b\) denotes the baseline between the cameras, \(f\) denotes the focal length of the camera, \(x\) denotes the pixel size of the camera sensor in millimeters, and \(N\) denotes the maximum disparity value.

The relation between the range and the disparity is inversely proportional to each other (Eq. 3.3). When the disparity equals 0, the range goes to infinity and vice versa. Moreover, disparity and baseline are directly proportional. Thus, shorter baseline causes shorter disparity and longer baseline causes wider disparity (Eq. 3.3). This information shows that wider baseline is better for further depth ranges. However, there is another trade-off between detecting a particular range and change in the disparity:

\[ \Delta R = \frac{r^2}{bf} \Delta N, \]

where \( \Delta N \) is the change in the disparity and \( \Delta R \) is the change in the resolution of the range. With the smallest disparity increment \( \Delta N \), smallest achievable depth range resolution can be determined.

### 3.2 Multiple Camera Capture Topologies

Linearly arranged multi-camera systems are extended versions of stereo camera systems where additional cameras are added on the sides. It is like combination of many stereo camera pairs. Three and more aligned cameras are not different in case of calibration. In this situation, calibration is done for each camera. A reference camera is selected first, and in most cases this is the central or middle camera, and all other cameras pair with the central camera. Stereo calibrations of the cameras are done for each camera pair with respect to the reference camera, and this generates many different intrinsic and extrinsic parameters that depend on the number of cameras in the system. After this, rectification is done for all pairs in the setup. In this manner, more cameras bring more epipolar constraints and increase the computational complexity. Thus, rectification of multiple camera systems is not as easy as stereo systems [41], [42], [43], [44], [45].

On the other hand, more cameras provide more confident matches and generate more accurate depth maps.

In multiple camera arrays, there are different distances between cameras which mean multiple baselines in a setup. This ability of the system yields flexibility about determining the disparity and depth of an object.

![The Stanford Multi-Camera Array](image)

**Figure 3.8 The Stanford Multi-Camera Array**
The purpose of multiple camera array system is to capture the scene from different viewpoints and use them in depth extraction or in multi-view stereoscopic displays. Having multiple views facilitate the generation of intermediate images by interpolation [6], [9], [10], [11]. An example of planar camera array setup is the Stanford Multi-Camera Array\(^3\) [46], [47], (Figure 3.8).

In dome arranged multiple camera systems, the cameras are scattered over a scene to capture it from various directions. The purpose of the system is mostly 3D reconstruction of the scene. There are many studies aimed to reconstruct objects in the scene [53], [54], [55], [56]. On the other hand, if the scene is static, instead of mounting many cameras, one camera capturing video of the scene is also used to reconstruct the scene [57], [58], [59], [60]. The biggest issue in these reconstruction methods is matching and as in stereo and multi array camera arrays. Improved feature extraction algorithms are used for point matching in 3D reconstruction algorithms such as SURF [61], SIFT [62], Harris Corners [63], FAST [64], MSER [65], GFTT [66] and etc. Doing calibration for each camera, getting the camera matrixes and applying un-distortion to the images the cameras improve the process of 3D reconstruction of a scene.

Depth camera is a device that can measure the depth of the scene and the coordinates of the world in real time. There are different depth cameras based on different principles. The most popular ones are Time-of-Flight (ToF) [5] and Structured-light 3D Scanner [7]. Time-of-Flight devices measures the travel time of a light beam to and from the object. The illumination part of such camera modulates an infrared light to the scene and the image sensor captures the light reflected from the objects. Within this time, as some object are closer to the camera, they reflect the light before those which are further away. Therefore, a time difference occurs between the received light. This duration of travel measures depth information at the camera sensor. In the structured light scanner, there is an illuminator also that emits infrared light. This emitted light is a continuous one. The infrared camera is located somewhere more than 15cm further away from the infrared light emitter, and it captures the infrared light from the scene. Since the light emitter and camera are on different location, the camera captures the shadows of the objects occurred by the infrared light emitter. The magnification calculation of these shadow amounts gives the depth information of the scene.

Stereo camera systems usually have problems with stereo matching on planar smooth surfaces. Stereo matching algorithms cannot give accurate information in this case, and it is complex to calculate it in real time (Section 3.1). Depth cameras are suitable for compensating this problem. Therefore, depth cameras are suitable for object tracking, pose estimation and scene reconstruction [48]. Depth cameras give accurate depth of the scene even though there are some errors. Calculating the depth with respect to the reflection of light is an issue when a surface is reflecting the light to somewhere else. The non-captured light rays cause errors in the depth map. Cons of PMD depth camera

---

\(^3\) Available online: [http://graphics.stanford.edu/projects/array](http://graphics.stanford.edu/projects/array) retrieved on 17.03.2011
and stereo systems are different, which means that they can be used together [49]. However, calibration and rectification should be done for 3D and 2D camera pairs [50], [51], [52].

3.3 Implementation of Multi-Sensor Camera Capture Systems

Different camera systems show varying performance in extracting depth depending on the given scenes. Stereo and multi-cameras system exhibit the problems in finding the correspondences in non-textured surfaces. Depth range sensors have problems with reflecting or absorption of the light. There is no single solution for accurately finding the depth in all types of scenes. Using hybrid systems can compensate the drawbacks of their modules. For instance, using combined information from depth camera and a linearly aligned multi-sensor camera array should result in a better depth estimate.

Camera drivers are responsible for interfacing the cameras and for capturing images. Calibration, rectification and extracting the depth information by local or global stereo matching algorithms are implemented by using computer vision libraries. Examples include: OpenCV, Matlab Camera Calibration Toolbox\(^4\), Gandalf\(^5\), VXL\(^6\), and IVT\(^7\).

Managing a multi-sensor camera array system should take into account some issues, such as distance between the cameras, number of cameras and their types, triggering and synchronization of the cameras and the system performance. For instance, using USB connected cameras limits the distance between cameras and the computer because of the USB restrictions. Furthermore, camera synchronization is very important. Images from the left and right cameras in a stereo pair should be taken at the same time so that the points in the pair will match. Using different cameras and long distance between the cameras have negative effect on triggering options as well. Using one computer solves the synchronization issue with a good software trigger, but interfacing many cameras with many computers require the use of hardware trigger.

---

\(^5\) Available online [http://gandalf-library.sourceforge.net](http://gandalf-library.sourceforge.net), retrieved on 18.03.2011
\(^6\) Available online [http://vxl.sourceforge.net](http://vxl.sourceforge.net), retrieved on 18.03.2011
\(^7\) Available online [http://ivt.sourceforge.net](http://ivt.sourceforge.net), retrieved on 18.03.2011
4 PROPOSED APPROACH FOR MULTI-SENSOR CAPTURE SYSTEMS

In this thesis, a generic approach for multi-sensor capture systems is developed. It allows interfacing several cameras and tackles issues related with distance or synchronization. A scalable array system is developed which can be used for indoors/outdoors scenarios. The system is illustrated in Figure 4.1. It can capture high-resolution image or video data using different camera array topologies such as

- Aligned camera arrays
- Non-aligned camera arrays
- Camera rig arrays using depth capture device

![Figure 4.1 Proposed setup for multi-sensor camera array capturing systems](image-url)
In the proposed system, there can be many cameras running simultaneously and the cameras can be located in different positions. To tackle issues related with interfacing many cameras and to keep the capturing speed high, multiple computers are used and connected with each other via local area network. A software module, called Server-Side Software, is implemented with multi-threading property to run on each computer to interface and to capture video from the cameras. Another software module called Client-Side Software is running only on one computer, which organizes the network and controls the computers. This software module includes multi-threading property as well. To synchronize the cameras, both hardware and software triggering are used.

Since there are many types of camera array topologies, a setup is proposed which can simulate many different topologies such as stereo, trinocular and video plus Depth camera systems. In this research setup, a main video camera is located in the middle, two additional cameras are located on the sides of the main camera and a PMD camera located under this setup. This camera array rig is illustrated in Figure 4.2.b.

The main camera is connected to a computer and the additional cameras are connected to another computer which provides high capture speed measured by frames per second, whereas the triggering via software is non usable in this case. For that reason, hardware triggering is used instead. Hardware triggering eliminates problems with the distance
between cameras. The server computers communicate between each other through local area network.

The *Server-Side Software* runs on computers interfacing one or more cameras. The software is responsible for setting camera parameters and saving images or videos. Besides, it runs as a server, which gets commands and sends information to the client.

The *Client-Side Software* runs on one of the server computers or another computer, which is connected to the network (Figure 4.1). This computer gives commands to the server computers such as start, stop or save videos at the same time. While capturing and saving images or videos, hardware triggering is used to save synchronized frames in all server computers. Otherwise, moving objects in the scene will be in different position in different images. After capturing the scene, to extract depth information from image, calibration and rectification of the system is needed. This issue is handled as well for each stereo pairs in the system. For this purpose, a software module called *Calibration Software* is implemented.

The whole system has 3 main parts: mechanical, hardware, and software. Each of these has to be implemented with care so that the system can work properly and fast. The mechanical part contains the camera setups and rigs to hold the cameras aligned. Tripods and camera towers are included to this section as well. Cameras, computers, network devices, triggering devices and cables for connections are included by the hardware part. To manage the hardware, software is implemented. This software is implemented using open source libraries and hardware driver libraries.

### 4.1 Mechanical and Hardware Setup

A client/server hardware system is implemented over a local area network. There is a main server computer which is responsible for interfacing a video camera and a depth sensor. Other server computers are meant for interfacing two video cameras. At least one video camera should be connected to the main server. This camera is the central camera, which controls the synchronization of the system. It is responsible for evoking hardware triggering to synchronize the other cameras in the setup. The depth camera, which used in the setup does not have any hardware triggering port. For that reason software triggering is used to synchronize it. It should be connected to the main server to be synchronized with the central camera of the system. Additional computers have a role of camera capturing server where all camera devices are connected and server software is started. Each of these additional servers can interface up to two cameras.

Cameras interfaced by Gigabit Ethernet (GigE) technology have been used. This choice provides high-bandwidth for data transfer and ensures distances up to 100m. With these properties, cameras are more mobile than in other solutions like USB or Firewire (IEEE 1394) standards. Moreover, GigE vision standards allow us to use dif-
ferent GigE cameras. *Prosilica-GE1900C* cameras produced by Allied Vision Technologies have been selected. Such cameras provide images with HDTV format (1080p) resolution with 32 frames per second. The camera allows changing of the settings such as shutter speed, gain, white balance, etc. The computer that interfaces GigE cameras has to have GigE Ethernet. A PMD ToF camera is integrated to the setup, which enables real-time capturing of depth with a resolution of 204x204 pixels [67]. The camera is connected to the computer via USB2.0.

A metal camera rig is constructed to align mutually a horizontal array of the video cameras in fixed or sliding position. It is designed in such a way that the mounting plate of the rig can be fixed over the PMD camera body, and cameras are located over the rig. While mounting, PMD camera is considered always in the middle of the rig so that it can be aligned with the central camera. Main camera is located right over the PMD camera and the rest of the video cameras are located to the sides of central camera. This whole metal rig is mounted on top of a tripod. Other stereo setups are mounted on the camera towers (Figure 4.2.b).

### 4.2 Software Modules

The overall system includes three modules of software:

- Server-Side Software Module
- Client-Side Software Module
- Calibration-Side Software Module

![Figure 4.3 Framework of Multi-Sensor Camera Array System](image-url)

---

The main aim of the system is to capture images for 3D imaging purposes. The software modules are designed to tackle the connection problems and to avoid slow processing steps. After setting up the hardware and software on computers, the server-side software module is started on the server computers. The system starts with a request for calibration images from servers by the client. The server-side software module gets the request, captures images from connected cameras and sends them back to the client. The client gets the images, and checks the checkerboard corners for calibration. If the images are usable, they are saved to a hard drive for calibration. Otherwise, the client sends request for a new image. After getting enough images, the calibration software module starts to generate calibration parameters. These parameters are checked if they are acceptable or not, and they are used to fuse depth images and images after getting video samples from servers. Save video command is also given by the client to all servers at the same time (Figure 4.3).

4.2.1 Server-Side Software Module

This server-side software module is used for interfacing cameras, providing capturing data and running a server to get request from the client. It can maintain up to 3 GigE cameras and a PMD camera connected to the same capturing server. To be able to run this software, there has to be at least one connected GigE camera. The graphical user interface of this software is given in Figure 8.1. This software is designed to provide flexibility in capturing 3D data. Thus, the user is allowed to change almost every parameter of the cameras and the system.

![Figure 4.4 Flow of Multi-Sensor Camera Array System](image)
4.2.1.1 Features of the Software
First of all, the software module allows for controlling connected cameras. When it starts, it shows the connected cameras on the display. If there is no camera, refreshing the list helps the user to find the cameras. There is no dynamic connection support for PMD ToF camera. Thus, it is not included to the list. However, the user can decide if the PMD ToF camera will be started or not by clicking on a checkbox in the GUI (Figure 8.1). The software module allows the user to start/stop the cameras and to see the streams. After each action is finished, a feedback is given on the screen as text to the user. The software module listens to ports, sends and receives data via network. The user needs to start this feature to serve to the client computer. This software can be used as a standalone if there is only one computer in the system. Figure 4.4 depicts the system.

Adjusting the camera parameters is important for capturing in different environments such as indoor or outdoor. Pixel format, gain, white balance, shutter speed are some of parameters that can be changed. GigE internet properties of the camera are available as well to optimize the speed of communication between the camera and the computer. The values of package size and byte stream for the frame size are important for optimum speed. In addition to this, PMD ToF camera parameters are adjustable as well, such as integration time and modulation frequencies are the basic variables of PMD ToF camera. The limits and usage of these variables are explained in the software tutorial [67]. The PMD ToF camera provides four different types of data, which are: intensity reflection, amplitude confidence, range and depth vertices. “Intensity” is the scene information based on radiating or reflecting light which is used to have basic gray level image from the scene. “Amplitude” is the magnitude of the change of the oscillating infrared lights reflected from the surface. “Range” gives the depth of the pixels and “depth vertices” give information about 3D world coordinates.

The software also handles saving image and video. The user is able to change parameters such as frames per second, time, and resolution of the video, before starting to save video files. While saving images from all cameras, intensity values of PMD camera and images from 2D cameras are saved as PNG (Portable Network Graphics) files. This is done for easy visualization of the data and for using calibration. Including the intensity values, all of the four data from PMD ToF camera are saved as raw binary file apart from the visualization file. This binary data is used for calibration and data fusion.

4.2.1.2 Design of the Software
The module is designed in layers. This facilitates further maintenance of the code. The layers include: user interface, middle and driver layer. The main UI class is called MainWindow, and it is located in the UI layer, which operates all the user interface operation flows and interfaces the other GUI sub-classes. It is also the layer between the user and the middle layer of the software module. The other UI classes get input from the user, sends signals of the command through the MainWindow class to the middle layer. The Core of the software module is CameraController
class, which is in the middle layer. It interfaces the driver layer classes with higher level classes. It manages all the logical operations related with the cameras. Sub-classes are abstracted by *MainWindow* class through *CameraController* class. The class relations are depicted in Figure 4.5.

![Class Relations of Multi-Sensor Camera Array System](image)

**Figure 4.5 A visual representation of Class Relations of Multi-Sensor Camera Array System – Server Side**

GigE Camera Server and PMD Camera Server classes are responsible for all operations, with the respected camera. Each of them can interface only one camera. There is only one PMD Camera Server object in the software.

### 4.2.1.3 Threading System of the Software

The *CameraController* class contains the main threading loop, and controls the main camera flow. This loop provides getting, setting and post-processing of captured data. There are some operations, which take place after getting the images from cameras, including; saving raw data of PMD camera, saving video of GigE Camera, receiving signals from the client, sending signals/data to the client and showing images.
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The main loop operates these heavy functions in the loop, and they slow down the speed. Therefore, each of these operations are set to a thread so that they will run without disturbing the main loop. This multiple threading avoids to have low frame rate. To keep the synchronization between the threads, semaphores are used.

While the camera flow is running, SavetoBinaryFile, SaveVideoFromCam and the ServerThread classes are allowed to work in background as other threading tasks. These threads are used in image capturing, video saving or data sending. With this property, the software is able to capture many images, save and send data at the same time. For instance, when it is needed to capture image from many cameras, the signal is sent to all at the same time with the help of threads. All of them work simultaneously, and the system waits for all of the cameras to finish their work. This works as a software trigger, which will be explained in Section 4.3. The speed of video saving and data sending are increased with this threading system as well. Using threads also provides maintaining the software easily even in very complex simultaneous capturing configurations. The task flow of threaded execution of the approach is depicted in Figure 4.6.

4.2.2 Client-Side Software Module

Client-side software module is used on the client computer to manage several server computers. It is used for getting calibration images from servers and starting to save videos on the servers. Graphical user interface of this software is depicted in Figure 8.6.

4.2.2.1 Properties of the Software

The client software interfaces up to seven server computers. First, it tests the connection with downloading sample images. If a server is connected and a camera is connected to
the server computer, the “OK” feedback is printed on the screen. If connection is failed, the user has to check the computer or camera connections. All of the server computers and cameras are checked in the same way. Another property of this software is that it provides an automation system that requests images in certain time period with a certain limit. The purpose of this automated system is to capture calibration images with only one user. First, the user sets a time period between the shots and the number of frames to be captured. Then, the user shows the chessboard from different orientations to the cameras. The server software captures calibration images, and checks them if they are suitable for calibration or not. The client receives the usable calibration images from the server application. When the client software receives certain number of good images, they are stored for calibration purpose. For capturing sample videos, the client software sends request for capturing videos from the cameras. The following variables can be sent to the servers by the client: frame per second, time and the frame size.

4.2.2.2 Design of the Software
A visual representation of class relations is given in Figure 4.7. A class is shown in different color depending on whether it belongs to drivers, UI dialogs or program flow classes. MainWindow class is the central class which makes the connection between logical operations and user interface operations.

![Figure 4.7 Class Relations of Multi-Sensor Camera Array System – Client Side](image)

Each server is represented by a servercontroller class. The server objects has two socket threads, which are objects of the socketthread class. These threads are responsible for port listening, data sending and data receiving via network. The ServerController class is also used for evaluating calibration quality of the received images.

4.2.3 Calibration Software Module
This additional software module is implemented to apply calibration and rectification processes from the calibration images received by client software side. It is designed for calibrating up to 5 horizontally aligned sets of GigE cameras and one PMD camera lo-
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cated below the central camera (Figure 4.2.b) and it provides one click calibration and rectification automated system.

Since we use odd number of cameras, and they are arranged linearly, there is always a central camera, which is the reference camera for the software. For stereo calibration of the system, the central camera forms different pairs with all other cameras in the setup. In our proposed setup, three aligned 2D cameras and one PMD ToF camera are located. Therefore, the pairs are left-center cameras, center-right cameras and center-PMD cameras. The outputs of the system are the calibration parameters of each pair-wise camera combination with the reference (central) camera.

4.2.3.1 Properties of the Software

The inputs for the software are the following: calibration image folders, number of chessboard corners on the checkerboard, rectification method and some calibration parameters. Image folders should contain the correct images provided by the client software which are tested before saving. On the other hand, names of the image files in different folders should have the same time tag, which is useful for getting the images in the same order. The number of the corners of chessboard should be entered correctly to get proper results from the software. The user interface of the software is shown in Figure 8.8.

4.2.3.2 Design of the Software

The functional property of this software is 2D/PMD joint-calibration process. To use already proposed calibration methods and functions, some pre-processing is applied to the images from the cameras to utilize this 2D/PMD joint-calibration. Images from 2D cameras are cropped to 1000x1000 and images from PMD camera are rescaled to the same resolution. To have the orientation of the right and left camera, images are rotated 90 degrees to left or to right. It does not matter which way they are rotated but if they are rotated to left, 2D camera will be the left camera. If they are rotated to the right, PMD camera will be the left camera. After these pre-processing steps, the calibration for PMD and 2D cameras can start. In the beginning of the calibration, the chessboard corners are detected to obtain known points from the real world. All of the points are stored from all of the calibration images. First, single camera calibration takes part for each camera. Camera matrices and distortion parameters are gathered from this function. Then the stereo calibration is done for both cameras where rotation matrix and translation vector are calculated. These parameters are used for the rectification algorithm proposed by Bouguet [27]. Another rectification method, which is proposed by Hartley [2] does not need any calibration parameters. However, the un-distortion process is done in advance. These rectification methods have been re-implemented in the OpenCV library. The tunable properties of these functions are available to the user as well. The results of the processing are printed to log files, where camera intrinsic and extrinsic parameters are available. Furthermore, there is a function which checks the
quality of calibration. It uses information from epipolar lines to get a subjective error evaluation from images.

Depth estimation from calibrated pairs is available in the functionality of this software as well. The used methods for depth estimation are block-matching and graph-cuts stereo matching algorithms that are provided by OpenCV. For faster solutions, block matching is better even though results are not as good as graph-cuts algorithm. Our calibration software provides users with controls to adjust the parameters of these two matching algorithms. Moreover, the software module gets camera matrices and distortion parameters as input for undistorting images. This provides undistorted image samples for other research purposes.

4.3 Triggering and Synchronization

A multi-sensor camera array capturing system has to provide synchronized images from the connected cameras and other sensors. Thus, all of the cameras has to capture image at the same time, and triggering systems are used to signal to all of them. There are two triggering systems:

- Software triggering system
- Hardware triggering system

In this project, both of them are used for particular reasons. The PMD ToF camera has no input/output ports for hardware triggering. It only has free-run mode functionality, because of the specific nature of the capturing process. While it is capturing images continuously, an image is acquired from the camera, which is captured at that moment. It never stops capturing, and the image of that instant can be obtained by this way. Using this trick provides software synchronization between a PMD ToF camera and a 2D camera. In the software solution, two capturing functions of the cameras are given to a function and these capturing processes are run in different threads at the same time. When the images are obtained from both cameras, the function returns both results from the capturing functions. Synchronization between two different cameras is achieved by this method.

On the other side, a hardware trigger is used between the main camera and the other cameras. The idea behind this setup is to prevent losing the synchronization in capturing images between different server computers. Only one triggering server is used which is controlled by main camera. The main camera itself is triggered by a hardware signal as well, whereas all other cameras are triggered by a hardware signal produced from this camera. A machine vision timing controller provided by Gardasoft is used to trigger the camera server.
The output of the time triggering device is connected to the input of main camera, which captures images by the signal. The output socket of the main camera is connected to the input of the other cameras and a signal is sent to other devices via a ring cable. Other cameras receive the signal from the main camera and then start capturing (Figure 4.8). The triggered cameras are able to trigger other cameras as well. This type of system is called daisy chain. However, our system is slightly different from a daisy chain system, where there is no time triggering device.

The reason behind using the main camera instead of using time triggering device is to synchronize cameras, which are connected to different computers. For instance, the main camera gets the signal, and starts capturing with PMD ToF camera. At the same time, all other cameras start to capture as well. However, capturing frame rate of Main Server computer is lower than additional computers, because of the PMD ToF camera. During the capturing process, the time triggering device may give extra signals to the additional cameras so that the central camera may capture less number of images than the additional ones, and the frame synchronization between the servers might get lost. For that reason, using the main camera as a time triggering server gives more precise synchronization solution, which determines the frame rate of the whole system as well.
5 RESULTS

Multi-sensor camera capturing systems include many processing stages before displaying the captured content. The stages include: capture, calibration, rectification, stereo matching, depth extraction, encoding and transmission. In this thesis, the first three steps are studied to give a good overview of those issues.

Figure 5.1 An example of color coded dense depth map with color bar

5.1 Performance evaluation of the System

Capturing videos from all cameras in the setup with a high frame rate is the first goal of the system. Using the proposed setup, the system can save video up to 15 frames per second, which can be increased by removing the PMD ToF camera from the main server. Even though the speed is not so high, the synchronization between the cameras is accurate. It is decided to create 2D/PMD camera real-life captured of different scenarios, which could be used for test data. Several life-scenes are captured on purpose. All captured data provides a calibration video set in the beginning of the captured sequence. For the calibration and rectification, around 25 chessboard images are taken by the cameras (Figure 5.3). The intensity images of the PMD ToF camera are used for the calibration process. These intensity images are different than the images from conventional cameras. In this case, joint calibration and rectification of these cameras become challenging.

The dense depth map that is taken from the PMD ToF camera is mapped in color mode. This type of mapping is used for better visualization to show the distance in the scene. A color bar which shows the distance and color relation of the dense depth map is depicted in Figure 5.1.
5. Results

5.2 Applications of the System

Since the system proposed in this thesis is generic, it is able to give video and calibration samples from different scenes with different setups and with different properties. To have different comparing samples, many shooting sessions have been carried out including indoor and outdoor scenes. We provide examples of the following scenes: chess playing, billiards playing and corridor ball bouncing and bike scene (Figure 5.2). Furthermore, other samples were captured for an indoor floor ball tracking research. In this case, there was no need for depth camera. Therefore, the scene capturing is handled with only one camera.

Figure 5.2 Image samples of captured videos from different scenes. From left to right: a) Chess playing, b) Corridor ball playing, c) Indoor billiards, d) Bikes, e) Close-up presentation, f) Floor ball tracking
5. Results

The aim of this session was keeping the shape of the ball as round in the captured images because the ball is moving so fast that normal cameras are capturing it as ellipse. For that reason, the exposure time was decreased to 1500m and gain is increased to 45dB. With these settings, the images became dim but suitable for the object tracking. This session was held in the sports hall of TUT (Figure 5.2.f).

Besides these samples, there have been many sessions held indoors for getting samples as well. These samples were taken with the proposed system of this thesis which includes 3GigE and one PMD cameras. In these shooting sessions, the aim was to get samples for joint calibration and rectification of GigE and PMD cameras. The scenes referred to as reporter, wooden toys and chess playing.

5.3 Calibration Results

Apart from the technical details of the calibration, there are also practical issues that may cause error over the results. During the capturing process of calibration images, the checkerboard kept static over a table or some kind of flat area (Figure 5.3).

![Figure 5.3 Captured calibration pattern images from left to right respectively: left camera image, center camera image, right camera image, PMD camera intensity image](image)

This avoids causing any synchronization issue between the camera and motion blur over the images, and corner detection over the calibration patterns is done better. To get more precise results from calibration, static checkerboards are needed. To eliminate motion blur, exposure time of the cameras can be decreased as well, because longer time means more motion in the image. Calibration of the cameras is done in three pairs in the proposed setup. These are: PMD ToF camera-central camera, PMD ToF camera-right camera, and central camera-right camera.

First of all, the single camera calibration is done for each camera. Before the calibration starts, PMD ToF intensity images are scaled up to 1000x1000 which is the resolution of the 2D cameras. This action is taken to compensate the image size difference between the 2D and PMD cameras and the calibration results are given with respect to this image size (Appendix 3).
5. Results

Before doing any processing on the images (Figure 5.4), the disparity maps of the image pairs are taken with two algorithms to show why rectification is needed for stereo vision. The results of this process are depicted in Figure 5.5. If we compare these disparity map results with the depth map taken from the PMD camera, they are not close to each other and not satisfactory at all.

Using implementation of the classical calibration approaches provided by Hartley and Bouguet has some limitations for the proposed system. These implementations are expecting the sensors to be of the same size.
Moreover, estimation of the location of checkerboard corners using PMD data is not accurate. This causes wide ambiguous range of obtained data for calibration and rectification. The expertise in stereo calibration among depth capturing devices and 2D cameras is not advanced. However, the proposed system is able to obtain good and accurate results.

![Figure 5.7 Center and right images after rectification process and map of them with SGMB algorithm](image)

Before the rectification of the left and center images have really bad results of stereo matching (Figure 5.6). However, after rectification, the stereo matching results are improved considerably. The rectification for center and right images improves the stereo matching results as well (Figure 5.7).

![Figure 5.8 Center and PMD-depth images after rectification process](image)

The rectified image results show that calibration and rectification processes worked accurately so the depth map of the stereo pairs is quite close to the depth map from PMD camera. A part from these stereo images, central and PMD camera joint calibration and image rectification is done as well as mentioned before (Section 5.1). With this process, the central camera obtains a depth map without any stereo correspondence process (Figure 5.8).
6 CONCLUSIONS

The thesis started with an overview of the pinhole camera capture model. Then, stereo camera systems were reviewed along with capture artifacts produced by the optical system, sensor device and mechanical misalignments. The calibration process was reviewed resulting in estimating the actual focal length, optical center and the distortion parameters. Extrinsic camera parameters, i.e. rotation matrix and translation vector, were explained as well. The thesis presented an overview about how a basic stereo camera system works along with various aspects of multi-sensor camera array capturing systems. Possible effects of stereo camera misalignments on depth estimation quality of stereo matching methods were discussed. Optimal configuration for optimal depth estimation was commented. Compensation of mechanical misalignments based on improved rectification, which has good metric evaluation of camera misalignments was provided. Moreover, an improved calibration process was introduced that increases the accuracy of the camera rectification applications.

A multi-sensor camera array capture system was implemented to acquire images for different purposes. The hardware and software of the system was designed flexibly so that the user can plug/unplug cameras and computers to change the setup. Besides, a PMD ToF camera, which delivers real-time depth measurements of the scene, is supported by the system. Multiple computers are used to interface many computers and a network is set for communicating with the computers. For our research purposes a metal rig is constructed, which can accommodate three video cameras, and one PMD ToF camera is mounted under them. This rig is mounted on a tripod so that it is mobile but stable. Since there are many computers, software synchronization is not efficient for the system. Therefore, hardware triggering is used to maintain the synchronization between the cameras. However, PMD ToF do not have any input for hardware triggering, therefore a software trigger is used along with the hardware triggered video cameras.

A server/client software module is implemented. The server-side implementation includes camera interfacing, real-time data capturing, data saving and sending and software synchronization between video and PMD ToF cameras. Client side is able to send commands for capturing image/video to server computers and receive images from them. With this server/client software, calibration images can be obtained via network from multiple cameras.

Calibration of the proposed setup with three video cameras and a PMD ToF camera is implemented in another software module. The artifacts which occur during the capture of calibration images are mentioned, and how to minimize these artifacts for better calibration is discussed. Furthermore, a robust stereo-pair to stereo-rectified-pair applica-
tion is implemented for the proposed setup. The results of three 2D and a PMD ToF camera joint calibration and rectification are summarized.

Consequently, a multi-sensor camera array system is developed and studied from capturing to displaying images to have a generic solution for various types of 3D data needs. Several shooting sessions have been held with the system and acquired data are available for test purposes. The proposed camera array setup have been tested for obtaining sample images for calibration and rectification processes, and the results show an accurate performance of all modules. These results indicate that the system is capable of running multi-sensor camera arrays without problems and can give accurate results in terms of calibration and rectification.

The present work constitutes a first stage of a full end-to-end 3D video system, namely the multi-sensor camera array systems. This end-to-end system starts with calibration of the cameras, goes on with capturing images and rectifying them for further post processing. Such post processing might include depth extraction or data fusion to prepare 3D videos for showing on different types of displays. Some displays, e.g. autostereoscopic displays with 9-8 views require depth map along with the related image, some others require stereo images, e.g. polarized displays. The proposed system can provide specific formats for specific screens.

The proposed generic approach is suitable for building and using a multi-sensor camera arrays. Synchronization, calibration and rectification abilities of the system provide ready-made data. The system is flexible that the user is able to acquire several types of data with the proposed approach. The range of images varies from basic stereo (two cameras) to surround camera system dome like up to 14 cameras. The system can be used for different application, i.e. interpolating intermediate images from given stereo images plus depth map, using a depth camera for face tracking, structure from motion, 3D scene reconstruction with multiple cameras with depth camera, face and body detection and tracking, super-resolution depth map calculation and many others.
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8 APPENDIX 1: SOFTWARE DOCUMENTATION

8.1 Server Side Software Module

On the left-upper corner side of the GUI of Server (Figure 9.1), the list of available connected cameras is given. If there is no available camera, the refresh button below the list will help for finding connected cameras in the network. Due to the restrictions of PMD SDK library of PMD ToF Cam Cube 2.0 camera, active connection manager is not working for that device. The check box above the camera connection list indicates, whether the user wants to force the start of PMD camera or not. The feedback of the camera status is printed in the text area.

![Figure 8.1 GUI of Server Side Software](image)

*Start Capturing button* starts interfacing and streaming the cameras.  
*Stop Capturing button* stops the streaming.  
*Show Images button* shows the streaming images on the screen. They are not showed by default because of the display restrictions. When the PMD camera and a GigE camera are connected, an HD resolution video and four 204*204 resolution video are shown on the screen.  
*Stop Showing Images button* stops showing the images so that user can close them and decrease the usage of the processor or graphics card.  
*Start Servers button* streams images via network. When you click that button, it starts to listen to different ports for each camera.  
*Stop Servers button* stops to listening the client ports.
PMD drop menu contains settings dialog of PMD parameters (Figure 9.2). This helps setting the following variables of the PMD camera: Integration time and Modulation Frequency.

![Figure 8.2 GUI of PMD Camera Settings Dialog](image)

Camera Settings button opens a dialog that contains the properties of the 2D cameras(Figure 9.3). Some capturing properties can be changed here and also some network properties. Optimized package size and byte string per frame are selected for maximum speed and quality performance by default.

![Figure 8.3 GUI of PMD Camera Settings Dialog](image)

Save Image button provides Saving data properties dialog (Figure 9.4). Data is saved immediately after OK button is pressed. For each camera, captured image will be saved and put in separate folder with time stamp name.

Save Video button opens a dialog to set the properties of the video saver.
Tools drop menu contains a video player that visualizes the video of saved PMD camera (Figure 9.5). The player handles only saved raw binary floating-point data with the designed header.

8.1.1 Code Structure

CameraServer.sln  - solution file
main.cpp          - main() program file

GUI files
mainwindow.cpp/h/ui   - controls all the functions in the main window.
camerafeaturesdialog.cpp/h/ui - the dialog to get the features from user.
pmdcameradialog.cpp/h/ui  - the pmd camera settings dialog to get the settings from user.
RawVideoPlayerDialog.cpp/h/ui  - for reading the data save from “savetobinaryfile” class
savevideocapturedialog.cpp/h/ui - the dialog to get information about saving video from user.
Core files

- cameracontroller.cpp/h: controls the all cameras and the operations over the images
- camerawatcher.cpp/h: the server class to listen ports. Each camera has one server.
- camera.cpp/h: camera class that interfaces the GigE cameras
- serverthread.cpp/h: the thread class for listening ports and managing the send/receive operations.
- pmdcameraserver.cpp/h: the camera server for PMD camera.
- pmd_camera.cpp/h: the camera class that works for PMD camera.
- savetobinaryfile.cpp/h: saves the data that has taken from PMD camera.
- saveVideoFromCam.cpp/h: saves the video taken from GigE cameras.
- definitions.h: includes definitions of parameters and structs.

8.2 Client Side Software Module

The list on the left side of GUI of Client Software is the list of servers to be connected(Figure 9.6). IP numbers of the servers should be entered to connect. Checkboxes on the left side of the server numbers show whether they are in the system or not. If the checkbox of a server is not set, no connection will be provided with that server.

![Figure 8.6 GUI of Client Side Software](Image)

*Download Sample Images* button sends signal to the servers to send images of that moment. These images are not used for any purpose, but to check the network and the system work properly.

*Start Getting Calibration Images* sends signals to the servers to start providing the automated calibration images.
Save Images on Servers sends signals to the servers to save images on the server side. Start Capturing on Servers opens a dialog, which provides submitting information to save video on server computers (Figure 9.7).

8.2.1 Code Structure

QTCPClient.sln - solution file
main.cpp - main() program file

GUI files
mainwindow.cpp/h/ui - the main window class, GUI, controls the data send/receive operations
startgettingimagesdialog.cpp/h/ui - automation for getting the calibration images from servers.
startsavingdialog.cpp/h/ui - the dialog to start saving videos on servers.

Core files
servercontroller.cpp/h - server controller class. It controls each server connection.
socketthread.cpp/h - the thread class for listening ports and sending messages.
videocalibrator.cpp/h - to check the chessboard corners.

8.3 Calibration Software Module

This module gets the path of the folders that contains the images of each camera as the primary input (Figure 9.8). On the left side of the window, there are checkboxes that user can select cameras that are going to be calibrated with respect to the reference camera. In those calibration images, to find the chessboard corners, numbers of horizontal and vertical chessboard corners should be entered.
The stereo calibration parameters and rectification method is available for selection by user (Figure 9.9). *Start Calibration* button starts the process and gives results as images and log files. Besides these, there is an that checks the quality of the calibration process also. It gets the calibrated and rectified calibration images controls the chessboard points in the images. Scan-lined output images and epipolar matching errors are printed to the screen.

A block matching algorithm of depth estimation is used to see how efficient the results are (Figure 9.10). For block matching algorithms, there are multiple inputs that should be filled. This part of the UI gets left and right images and the number of the corners in the checkerboard.
Un-distortion process of the images is handled also in the software (Figure 9.11). Camera matrix, distortion parameters and the folder of the images are taken as input. Un-distorted images are saved to the same folder.

8.3.1 Code Structure

- main.cpp -main() program file
- mainwindow.cpp\ui -controls the UI and has the functions for depth estimation
- videocalibrator.cpp\h -has all the functions to make calibration
- checkcalibrationquality.cpp\h -the class to check the calibration quality.
- CalibrationSoftware.pro -QTCreator pro file
9 APPENDIX 2: TECHNICAL MANUAL

The libraries for the camera application are developed in C/C++ programming languages. Thus, QT/C++ is selected for development environment, which includes different libraries such as GUI, Network, Core and etc. It provides an easy way of creating user interfaces, handling multiple simultaneous processing and creating communication over network. The cross-platform ability of QT allows developing platform independent applications. Furthermore, it supports OpenGL for possible displaying of 3D images from the captured data. Image processing operations are handled by OpenCV library version 2.1. It has the largest image processing library for image transformations, calibration functions and image data structures. Since the library for the PMD ToF camera has no UNIX support, the MS Windows operating system is selected and MS Visual Studio 2008 is used for compilation environment. However, a QT Visual Studio add-in\(^9\) should be installed to Visual Studio to run QT on it.

9.1 Camera Installation and Compilation

For the hardware setup, GigE Ethernet cards should be plugged in to the computers and libraries should be installed to use Prosilica GE1900C cameras. In this project Intel PRO/1000MT Dual Port Server Adapter\(^10\) is used as GigE Ethernet cards. For development of GigE camera from Allied Vision Technologies, a driver and its Programming Interface are available which is called PvAPI. Download\(^11\) and install\(^12\) this interface that supports all GigE Vision cameras from Allied Vision Technologies. However, the settings of the GigE network cards should be changed to interface the cameras as explained in the manual\(^13\). After this, to use PMD[tech] Cam Cube 2.0 camera, PMDSDK2 library and plug-ins should be installed which comes in a CD with the camera package. The libraries and frameworks are installed before starting the implementation phase. Then, start MS Visual Studio 2008 and open the solution file of the selected project.

---


\(^{10}\) Available online [http://www.intel.com/products/server/adapters/pro1000mt-dualport/pro1000mt-dualport-overview.htm](http://www.intel.com/products/server/adapters/pro1000mt-dualport/pro1000mt-dualport-overview.htm), retrieved on 25.03.2011


The steps for making MS Visual Studio 2008 ready for implementation are explained below.

Add in ProjectProperties following information:

- **C/C++**
  - General
    - Additional Include Folders
      - OpenCV include folder
      - GigESDK include folder
      - PMDSDK2 include folder
  - Linker
    - General
      - Additional Library Directories
      - OpenCV library folder
      - GigESDK library folder
      - PMDSDK2 library folder
    - Input
      - Additional Dependencies
        - "qmain.lib"
        - "QtCore4.lib"
        - "QtGui4.lib"
        - "QtNetwork4.lib"
        - "PvAPI.lib"
        - "cv210.lib"
        - "cvaux210.lib"
        - "cxcore210.lib"
        - "ctxs210.lib"
        - "highgui210.lib"
        - "opencv_ffmpeg210.lib"
        - "pmdaccess2.lib"

In system Environment Variables, add these to the "PATH" variable with ";" separation:

- [OpenCV bin directory]
- [QT bin directory]
- [GigESDK bin directory]
- [PMDSDK2 bin directory]

The PMD plugin files should be with the software code files.

- camcube.W32.pap
- camcubeproc.W32.ppp
- pmdfile.W32.pcp

After setting these properties, the project is ready for building in Release or Debug Mode.
9.2 Data Structures and Protocols

OpenCV matrix representation is used for storing our captured data (cv::Mat). OpenCV image formats are used for visualization purposes as well. Captured images are saved either as BMP or PNG and videos from GigE Cameras are saved into AVI container with YUV420 Video Codec.

PMD camera outputs 4 different type data:
1. Intensity Reflection,
2. Amplitude Confidence,
3. Depth Vertices
4. Range

That information could be not classified as image and therefore it is saved it for further purposes as binary raw floating-point data. This binary file has 16 bytes header to provide additional information about captured settings. The header includes:

1. Integration time
2. Modulation frequency
3. Width
4. Height
5. Number of Saved Frames

### Header Information

|--------------------------------------------|-----------------------------------------------|---------------------------------|---------------------------------|---------------------------------|

<table>
<thead>
<tr>
<th>PMD Data – 4 bytes per pixels [floating point]</th>
</tr>
</thead>
</table>

[Figure 9.1 Data Format of Raw Binary PMD data file for intensity, amplitude and range]

|--------------------------------------------|-----------------------------------------------|---------------------------------|---------------------------------|---------------------------------|

<table>
<thead>
<tr>
<th>PMD Data – 12 bytes per pixels [floating point]</th>
</tr>
</thead>
</table>

[Figure 9.2 Data Format of Raw Binary PMD data file for 3D depth vertices]

The connection between client and servers is done via the HTTP protocol and socket programming using QTNetwork library.

The information that client sends contains:

- Option for start saving or send a calibration image
- Frame rate for video saving
- Image width and height for video saving
- Duration for video saving
- Send messages to servers
- Size of the data that includes the entire image.
- Image width, height, width step (iplImage property), depth and the colour channel.

### 9.3 Used Hardware

The proposed setup is explained in Section 4.1. The list of the hardware and mechanical stuff that is used in the proposed setup is depicted in Table 10.1

<table>
<thead>
<tr>
<th>Device Type</th>
<th>Number of Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 PMD Camera – PMDTek, CamCube 2.0</td>
<td>1</td>
</tr>
<tr>
<td>2 Prosilica GigE 1900C Cameras</td>
<td>3</td>
</tr>
<tr>
<td>3 Camera Tripod</td>
<td>1</td>
</tr>
<tr>
<td>4 Camera Mounting Plates</td>
<td>1</td>
</tr>
<tr>
<td>5 Dual Core PCs, NVidia GPU, Windows 7</td>
<td>2</td>
</tr>
<tr>
<td>6 GigE Dual Ethernet Cards – Intel 1000/PRO ET</td>
<td>2</td>
</tr>
<tr>
<td>7 Hardware Time Triggers</td>
<td>1</td>
</tr>
<tr>
<td>10 Ethernet Cables</td>
<td>6</td>
</tr>
<tr>
<td>11 USB Cables</td>
<td>1</td>
</tr>
<tr>
<td>12 SMB Cables(5m)</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 9.1 List of used hardware in this research
The calibration of the proposed setup (Figure 4.2.b) is accomplished in the thesis. The calibration results are used by the rectification process. These calibration results are given in the following tables.

### Table 10.1 Camera matrices (Section 2.1)

<table>
<thead>
<tr>
<th>Camera</th>
<th>Right Camera Matrix</th>
<th>Central Camera Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>810.48345 0 520.67698</td>
<td>813.82546 0 514.68715</td>
</tr>
<tr>
<td></td>
<td>0 815.64131 478.66152</td>
<td>0 818.75448 504.19891</td>
</tr>
<tr>
<td></td>
<td>0 0 1</td>
<td>0 0 1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Camera</th>
<th>Left Camera Matrix</th>
<th>PMD ToF Camera Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>814.92109 0 501.78569</td>
<td>1405.71064 0 509.43885</td>
</tr>
<tr>
<td></td>
<td>0 820.08656 496.18692</td>
<td>0 1413.80755 510.98379</td>
</tr>
<tr>
<td></td>
<td>0 0 1</td>
<td>0 0 1</td>
</tr>
</tbody>
</table>

### Table 10.2 Distortion parameters for each camera (Section 2.2)

<table>
<thead>
<tr>
<th>Camera</th>
<th>$k_1$</th>
<th>$k_2$</th>
<th>$k_3$</th>
<th>$p_1$</th>
<th>$p_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Right</td>
<td>-0.1950</td>
<td>0.2146</td>
<td>-0.0024</td>
<td>0.0016</td>
<td>0</td>
</tr>
<tr>
<td>Center</td>
<td>-0.1917</td>
<td>0.2562</td>
<td>0.00064</td>
<td>0.00115</td>
<td>0</td>
</tr>
<tr>
<td>Left</td>
<td>-0.16582</td>
<td>0.16317</td>
<td>-0.00296</td>
<td>0.00251</td>
<td>0</td>
</tr>
<tr>
<td>PMD ToF</td>
<td>-0.41934</td>
<td>0.16742</td>
<td>0.00083</td>
<td>-0.00237</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table 10.3 Central and right stereo camera calibration results (Section 2.3)

<table>
<thead>
<tr>
<th>Rotation matrix of the right camera</th>
<th>Translation vector of the right camera</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9997 -0.0067 -0.0018</td>
<td>5.1759 -0.0218 -0.0998</td>
</tr>
<tr>
<td>0.0067 0.9999 -0.0002</td>
<td></td>
</tr>
<tr>
<td>0.0018 0.0002 0.9998</td>
<td></td>
</tr>
</tbody>
</table>
Rotation matrix of the central camera

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9998</td>
<td>-0.0121</td>
<td>-0.0147</td>
</tr>
<tr>
<td>-0.0121</td>
<td>0.9999</td>
<td>0.0031</td>
</tr>
<tr>
<td>0.0148</td>
<td>-0.0029</td>
<td>0.9999</td>
</tr>
</tbody>
</table>

Translation vector of the right camera

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>5.3347681</td>
<td>-0.0423</td>
<td>0.0261</td>
</tr>
</tbody>
</table>

Table 10.4 Left and central stereo camera calibration results (Section 2.3)

Rotation matrix of the ToF camera

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9999</td>
<td>-0.0117</td>
<td>-0.0087</td>
</tr>
<tr>
<td>0.0117</td>
<td>0.9999</td>
<td>-0.0053</td>
</tr>
<tr>
<td>-0.0088</td>
<td>0.0052</td>
<td>0.9999</td>
</tr>
</tbody>
</table>

Translation vector of the ToF camera

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0961</td>
<td>-6.1975</td>
<td>-1.6892</td>
</tr>
</tbody>
</table>

Table 10.5 Central and PMD ToF stereo camera calibration results (Section 2.3)

The rectifications applied to the images with respect to these parameters are depicted in the Section 5.3.