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As requirements for performance and power efficiency grow more strict for high-performance computing and mobile devices, solutions are sought in customized processor architectures and heterogeneous computing platforms. However, these systems tend to be more complex than the homogeneous alternatives, and require more engineering effort to realize. In particular, utilizing the memory bus between the components in a heterogeneous system in a portable manner is not possible, as the various bus direct memory access cores are not designed for intercompatibility.

In this thesis, a specification for inter-device block transfer hardware interface is proposed. The specification is aimed for Heterogeneous Systems Architecture (HSA) and OpenCL platforms, allowing easy integration to existing systems. An application specific processor-based reference implementation is presented and evaluated on an FPGA-based video processing platform. The reference implementation reached a maximum bus utilization of 66% on a Zynq-based SoC platform, and has been designed to be customizable for other platforms.
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## LIST OF ABBREVIATIONS

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALU</td>
<td>Arithmetic Logic Unit</td>
</tr>
<tr>
<td>API</td>
<td>Application Programming Interface</td>
</tr>
<tr>
<td>ASIP</td>
<td>Application Specific Instruction Set Processor</td>
</tr>
<tr>
<td>AXI</td>
<td>Advanced eXtensible Interface</td>
</tr>
<tr>
<td>DMA</td>
<td>Direct Memory Access</td>
</tr>
<tr>
<td>FPGA</td>
<td>Field-Programmable Gate Array</td>
</tr>
<tr>
<td>FU</td>
<td>Function Unit</td>
</tr>
<tr>
<td>HSA</td>
<td>Heterogeneous Systems Architecture</td>
</tr>
<tr>
<td>IP</td>
<td>Intellectual Property</td>
</tr>
<tr>
<td>LSU</td>
<td>Load-Store Unit</td>
</tr>
<tr>
<td>OpenCL</td>
<td>Open Computing Language</td>
</tr>
<tr>
<td>RAM</td>
<td>Random Access Memory</td>
</tr>
<tr>
<td>RF</td>
<td>Register File</td>
</tr>
<tr>
<td>SDRAM</td>
<td>Synchronous Dynamic RAM</td>
</tr>
<tr>
<td>SoC</td>
<td>System-on-a-Chip</td>
</tr>
<tr>
<td>TCE</td>
<td>TTA-based Co-design Environment</td>
</tr>
<tr>
<td>TTA</td>
<td>Transport Triggered Architecture</td>
</tr>
</tbody>
</table>
1. INTRODUCTION

Power efficiency is an important design goal in both ends of the computation spectrum: mobile devices are limited by their size and thus battery capacity, and reducing power consumption results in better performance at a lower cost for warehouse-scale computing. [1, p. 10, 47], [2, pp. 1-7]

Heterogeneous computing platforms, which are composed of multiple processors each specialized for a different task, are one way to address this, resulting in platforms where execution of a task moves between the processors to use the most efficient hardware for each task. Despite the increased engineering costs of designing and programming for these systems — moving the task and the data associated with it between processors is rarely automatic — heterogeneous systems are very popular, especially on mobile devices. [2, pp. 1-7], [3]

Programming languages and application programming interfaces (APIs) offering an abstraction layer between the programmer and the hardware mitigate the complexity of software development for heterogeneous systems. Relatively low-level languages and platforms such as Heterogeneous Systems Architecture (HSA) [4] and Open Computing Language (OpenCL) [5], [6] can also be used as a target for higher level languages [7], [8].

High performance data processing requires low memory latencies and high throughput. Storing a portion of the data in a cache allows the use of smaller, faster memories for that data [9, pp. 72-74]. Furthermore, as smaller memories consume less power, caches can be a tool for lowering memory power consumption [10]. For low-power devices, memory is a significant factor in terms of power consumption, as its power draw can exceed the processor's under memory-heavy workloads [11]. For customized processors with high power efficiency, the effect of memory on total system power is more pronounced.

This thesis will present a high-level specification of a portable inter-device block transfer interface with the aim to ease integration efforts with other customized computing units on HSA and OpenCL platforms. A reusable reference implemen-
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tation will be presented, along with evaluation on a field-programmable gate array (FPGA)-based video processing platform.
2. BACKGROUND

The objective of this thesis is to provide an interface for a portable block transfer unit. It should be compatible with existing tools and framework as well as extendable to new platforms. The end product is targeted for heterogeneous systems, specifically to allow for asynchronous control of data transfers and execution control, and the basics of these topics are presented here. Since the interface itself is platform-agnostic, an overview of system-on-chip architectures is presented instead of an in-depth examination of a single platform.

2.1 Software framework

The OpenCL standard consists of an API for coordination of execution across a heterogeneous platform [6], and a language for data and task parallel programs on these devices [5]. An OpenCL platform has a single host processor managing one or more devices. The memory model divides host and device memory as their own sets of address spaces. [6, Section 3.3]

The HSA Foundation specifies hardware and software interfaces for parallel execution in heterogeneous systems. An HSA-compliant system consists of

- one or more host agents, which execute the runtime,
- one or more kernel agents, which are able to execute kernels, and
- one or more other agents. [4, Section 1.5]

The HSA specification is low-level compared to OpenCL. For example, queues and related objects are abstract data types in OpenCL, and the runtime developer can decide how to implement them. In contrast, HSA specifies the organization of the queue and its packets in memory unambiguously. The HSA platform has been designed as an interface layer for higher-level languages including OpenCL [12, Section 1.1], and parts of the specification are based on OpenCL [12, Chapter 7].
2.2 Caching

Modern computer systems have large memories, which are slower than the processor. To provide fast memory accesses to the processor, some amount of the memory is stored in a smaller and faster cache, so that accessing that data in particular is faster than the main memory. [9, p. 72]

A dynamic cache, where the data is selected based on previous memory accesses during runtime, is a simple approach from a software standpoint. In a modern computer system, caches are organized in a hierarchy of incrementally larger and slower memories, until the main memory is reached. [9, pp. 74-78] These caches can support a large working dataset as they are automatically transferred to and from the cache. In heterogeneous systems, ensuring cache coherency is more difficult, as the number of sources for reads and writes through the cache hierarchy is increased. [9, pp. 352-362].

Static caches, where the data is selected beforehand and explicitly transferred to a cache by the software, is more work for the programmer or their tools, but it ensures that the cached data is always relevant to the task at hand. It also eliminates cache misses, and thus decreases processing time variance, which may be important for real-time applications [13].

2.3 System-on-a-chip overview

Space and power constraints as well as inter-device bandwidth requirements drive modern mobile and embedded platforms to integrate multiple components of a traditional computer system on a single silicon die, to a system-on-a-chip (SoC) [2, pp. 1-7]. Heterogeneous multi-processor SoCs can cater simultaneously to different applications with divergent computational requirements, while power management features such as clock gating and frequency scaling are used to reduce the standby power of unused components on the SoC [2, pp. 57-59].

Various bus architectures are used to connect SoC components — e.g. processors, memory and peripherals — together [2, p.169], [14], [15], [16], [17], [18]. As a representative example, the Advanced eXtensible Interface (AXI) bus is an interconnect standard from ARM for SoCs based on their processors. It facilitates data transfers over a full-duplex data bus, where read and write channels operate independent of each other. Longer data transfers use bursts, where one address channel packet sets the address and control information for multiple data channel packets with incrementing addresses. [15]
2.3. System-on-a-chip overview

General-purpose instruction sets usually define memory access instructions of widths up to the widest vector [19], [20], and do not interface directly with block transfer hardware. To manage memory transfers to and from the other cores in the system, direct memory access (DMA) intellectual property (IP) are used to allow the processor to use the bus architecture fully. Where such IP blocks exist, they are usually locked down to vendor-specific technologies or do not have compatible interfaces [21, Chapter 24], [22], [23].

Since the host processor is not actively participating in them, performance can be improved by allowing the processor to handle its own tasks during the block transfers. This is goal behind asynchronous transfers, where the processor doesn’t wait for the block transfer to finish, and instead executes a workload which doesn’t depend on the transfer during it. Once finished, the block transfer unit signals completion with e.g. a write to a memory location. [24, p. 12]
3. SPECIFICATION

The proposed specification aims for compatibility with existing standards to support a high-level programming flow for customized heterogeneous hardware platforms. Specifically, interoperability with HSA and OpenCL standards is sought, and OpenCL functionality is primarily achieved through the HSA layer.

3.1 Requirements

As an HSA agent, the block copier is required to participate in the HSA memory model, which specifies flat addressing of shared virtual memory, enabling pointer sharing among agents. Kernel executions and other commands are submitted to agents through user mode queues, which are ring buffers containing fixed-size packets. The packets may be processed out of order, and ordering is managed by barriers, which may be set either in packet headers or in separate packets. [4]

Execution flow in OpenCL is managed through queues, where ordering is managed through waitlists of events which must complete before the command is executed. Unlike the HSA specifications, these command queues are a purely abstract entity and no requirements on data structures or queue mechanics are set for the runtime libraries. [6]

In addition to continuous one-dimensional buffers, both HSA and OpenCL define two- and three-dimensional memory structures and methods to handle them. OpenCL has methods for accessing two- or three-dimensional rectangular regions of buffers, as well as dedicated image objects. These image objects have a defined encoding and channel order. In addition, they may have samplers, which define how the image is accessed based on its coordinates, with well-defined behaviour e.g. on out-of-bounds accesses. [6] Images and samplers in HSA are based on and largely correspond to the OpenCL versions [12].
3.2 Agent interface

The block transfer unit is a memory-mapped peripheral with an externally accessible memory segment for the block transfer commands. For HSA compatibility, the commands will be submitted to an HSA user-mode queue. The exposed data structure, queue mechanics and other aspects of the queue must adhere to the HSA specifications. Mechanisms to create and destroy queues must be provided, for example, as part of an agent-specific library. All commands presented by this specification will be submitted as agent dispatch packets, as described in Table 3.1.

Table 3.1 HSA Agent dispatch packet structure [4].

<table>
<thead>
<tr>
<th>Bits</th>
<th>Field name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>15:0</td>
<td>header</td>
<td>Packet header</td>
</tr>
<tr>
<td>31:16</td>
<td>type</td>
<td>Application-dependent function code</td>
</tr>
<tr>
<td>63:32</td>
<td>Reserved, must be 0</td>
<td></td>
</tr>
<tr>
<td>127:64</td>
<td>return_address</td>
<td>Return address (unused)</td>
</tr>
<tr>
<td>191:128</td>
<td>arg0</td>
<td>64-bit arguments,</td>
</tr>
<tr>
<td>255:192</td>
<td>arg1</td>
<td>may be values or pointers.</td>
</tr>
<tr>
<td>319:256</td>
<td>arg2</td>
<td></td>
</tr>
<tr>
<td>383:320</td>
<td>arg3</td>
<td></td>
</tr>
<tr>
<td>447:384</td>
<td>Reserved, must be 0</td>
<td></td>
</tr>
<tr>
<td>511:448</td>
<td>completion_signal</td>
<td>HSA signaling object handle used to indicate completion of the job.</td>
</tr>
</tbody>
</table>

The simple block transfer has a function code of 0 and uses the first three function arguments as source address, destination address, and length in bytes, respectively. This will copy the contents of an array of the given length starting from the source address to an equally long array starting from the destination address. The source and destination arrays may not overlap.

To support partial copying of two- and three-dimensional memory structures, such as arrays of images, strided memory transfers are provided. These have a function code of 1 for two-dimensional and 2 for three-dimensional transfers and must pass transfer dimensions by reference. The first argument points to an array with addresses for the first element of the source and destination addresses. The second and third arguments — source and destination, respectively — either contain the the row pitch (for two-dimensional transfers) or point to an array containing row pitch and slice pitch (for three-dimensional transfers), in bytes. The final argument points to a two- or three-element array giving the range of the transfers.

The two-dimensional strided transfer will perform a number of simple block transfers, offset from one another by row pitch. The length of each transfer is set by
the first element of the range array, and the number of transfers is set by the second element of the array. The three-dimensional block transfer extends this with another iteration, i.e. it performs a number of two-dimensional block transfers set by the third element of the range array, offset from one another by slice pitch. The arguments must be constrained such that no element is accessed by two different transfers.
4. IMPLEMENTATION

A reference implementation was designed for the FPGA platform. It consists of an application specific instruction set processor (ASIP) with a custom AXI block transfer function unit (FU), the software for the ASIP and a simple application for the host system.

4.1 Hardware

The ASIP is a simple transport-triggered architecture (TTA) core designed using the TTA Co-design Environment toolset (TCE toolset). It has a custom FU which manages block transfers through a 32-bit wide AXI4 master interface, visible in the block diagram in Figure 4.1. The architecture is otherwise minimal, with the resources needed by the compiler to compile programs for it — including two register files (RFs) and an arithmetic-logic unit (ALU) — and an additional load-store unit (LSU) and the block copier FU. The LSUs access separate memories, each 32 bits wide and 1024 words deep. Instruction words are 64 bits wide and the instruction memory is likewise 1024 words deep. These memory sizes map well to the 1024-word deep random access memory (RAM) blocks available on the FPGA fabric [25]. It also has a 32-bit wide AXI4 slave interface through which the host processor can access the instruction and data memories.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Description</th>
<th>Operands</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>BURST_BC</td>
<td>Initiates a burst transfer</td>
<td>Source and destination</td>
<td>None</td>
</tr>
<tr>
<td></td>
<td></td>
<td>address, length</td>
<td></td>
</tr>
<tr>
<td>LD32</td>
<td>Loads a 32-bit value over AXI</td>
<td>Address</td>
<td>Value</td>
</tr>
<tr>
<td>ST32</td>
<td>Stores a 32-bit value over AXI</td>
<td>Address, value</td>
<td>None</td>
</tr>
<tr>
<td>STATUS_BC</td>
<td>Queries FU status</td>
<td>None</td>
<td>1 if busy, 0 otherwise</td>
</tr>
</tbody>
</table>

The block transfer FU has four operations, outlined in Table 4.1. If an operation is initiated while the required channel is busy, the execution will be paused until the contending operation finishes.
The function unit is organized as two state machines, with one controlling the read channel and the other controlling the write channel. Data is transferred between channels through a first in, first out buffer, allowing the channels to operate independent of each other. The function unit is limited to a single write and read burst for each issued block transfer, thus only allowing transfers of up to 256 words. Commands specifying larger memory regions require the software to issue multiple block transfers.

Implementing the block transfer hardware as an ASIP allows for extensibility through
4.2 Software

The host software has a set of functions for controlling the block copier ASIP. The initialization function handles resetting the ASIP and writing the firmware to its instruction memory. Functions are also provided for creating and initializing queues for the ASIP.

The firmware handles reading the command queue and dividing the block transfers specified by the commands to the block transfer FU. The source code for the C program can be seen in Appendix A. In addition to dividing large transfers into 256-word bursts, the firmware also ensures no transfers cross a 4 kB address boundary. While these checks add some computational overhead, this can be done in parallel with block transfers, and for all except the shortest bursts there will be no additional delay.

For simplicity, the signal value of a given signaling object handle is defined on this platform as the 32-bit value of the memory address corresponding to the handle. As such, checking signal status and signaling completion are a single memory access each.
5. EVALUATION

The example implementation was evaluated on a Xilinx Zynq-based development board. A block diagram of the evaluation platform can be seen in Figure 5.1. It is built on a Zynq 7020 SoC, which has two ARM Cortex A9 hard processor cores with synchronous dynamic random-access memory (SDRAM) connected to an FPGA fabric through AXI3 ports [25].

The AXI3 port interfaces to the ARM cores are divided in three groups:

- AXI_GP, 32-bit wide general-purpose buses,
- AXI_HP, 64-bit wide high-performance buses, and
- AXI_ACP, 64-bit wide buses with cache coherency. [26, Chapter 5]

While the wider high-performance buses would offer greater bandwidth, the block copier AXI interface was connected to one AXI_GP slave interface through an AXI interconnect block, which handles protocol conversion between the AXI3 and AXI4 buses. These are connected to the general-purpose AXI master interfaces, while the AXI_HP interfaces are only connected to on-chip RAM and SDRAM. [26, Chapter 5]

In addition to the block copier ASIP, the FPGA fabric has an on-chip memory controller with an AXI slave interface and 64 kiB of RAM. The ASIP and the memory controller are connected to the general-purpose AXI master on the processor system through an AXI interconnect.

5.1 Results

The design reaches a maximum frequency of 150 MHz with performance-focused synthesis and implementation profiles in Vivado 2015.4. The limiting factor is a critical path in the Xilinx AXI Interconnect IP. The resource usage of the ASIP and the usage relative to the total available resources can be seen in Table 5.1.
5.1. Results

Figure 5.1 Block diagram of the evaluation platform.

Table 5.1 Block copier ASIP resource utilization.

<table>
<thead>
<tr>
<th>Resource</th>
<th>Resource usage</th>
<th>Percentage of total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slice LUTs</td>
<td>3233</td>
<td>6.08%</td>
</tr>
<tr>
<td>Slice Registers</td>
<td>2576</td>
<td>2.42%</td>
</tr>
<tr>
<td>Block RAM tile</td>
<td>5</td>
<td>3.57%</td>
</tr>
</tbody>
</table>

The maximum transfer bandwidth for the design was tested by queuing an AND barrier packet followed by a number of transfers, the last of which signals completion. 128 MiB of SDRAM and a 64 kiB block of on-chip RAM on the FPGA were reserved for the transfers.

For the intra-SDRAM case, a single transfer from one half of the reserved SDRAM to the other was queued. For transfer to or from the on-chip memory, seven separate transfers were queued to compensate for the relatively small amount of available memory. For transfers between SDRAM and on-chip memory, a single transfer was the length of the on-chip memory block, and transfers within the on-chip memory were the length of one half of the total size.

The time between the host signalling the AND barrier signal and seeing the completion signal was measured, and bandwidth and utilization was calculated from this. Full utilization is defined as a single data word both the read and write channels on every clock cycle, i.e. a bandwidth of 600 MB/s for the 32-bit wide bus at a frequency of 150 MHz. The results can be seen in Table 5.2.

In a signal trace of the transfers, the utilization by the block copier within a single transfer is quite good, with usually only three stalls in a 255-word transfer caused directly by it, i.e. by it pulling the WVALID or RREADY signal low. The rest
5.1. Results

Table 5.2 Block copier single transfer bandwidth.

<table>
<thead>
<tr>
<th>Source</th>
<th>Destination</th>
<th>Total size (MB)</th>
<th>Time elapsed (ms)</th>
<th>Bandwidth (MB/s)</th>
<th>Utilization (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDRAM</td>
<td>SDRAM</td>
<td>67.1</td>
<td>162</td>
<td>413</td>
<td>69</td>
</tr>
<tr>
<td>SDRAM</td>
<td>FPGA</td>
<td>459</td>
<td>1.23</td>
<td>373</td>
<td>62</td>
</tr>
<tr>
<td>FPGA</td>
<td>SDRAM</td>
<td>459</td>
<td>1.15</td>
<td>398</td>
<td>66</td>
</tr>
<tr>
<td>FPGA</td>
<td>FPGA</td>
<td>229</td>
<td>641 µs</td>
<td>358</td>
<td>60</td>
</tr>
</tbody>
</table>

Table 5.3 Block copier strided transfer bandwidth.

<table>
<thead>
<tr>
<th>Row width (B)</th>
<th>Time elapsed (ms)</th>
<th>Bandwidth (MB/s)</th>
<th>Utilization (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>1823</td>
<td>37</td>
<td>6 %</td>
</tr>
<tr>
<td>64</td>
<td>601</td>
<td>112</td>
<td>19 %</td>
</tr>
<tr>
<td>256</td>
<td>250</td>
<td>269</td>
<td>45 %</td>
</tr>
<tr>
<td>1024</td>
<td>162</td>
<td>413</td>
<td>69 %</td>
</tr>
<tr>
<td>4096</td>
<td>162</td>
<td>413</td>
<td>69 %</td>
</tr>
<tr>
<td>16384</td>
<td>162</td>
<td>413</td>
<td>69 %</td>
</tr>
</tbody>
</table>

Table 5.4 Block copier command latency in FPGA clock cycles.

<table>
<thead>
<tr>
<th>Command type</th>
<th>Total cycles elapsed</th>
<th>Single command latency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple transfer</td>
<td>50</td>
<td>7</td>
</tr>
<tr>
<td>Strided transfer, 2D</td>
<td>2930</td>
<td>420</td>
</tr>
<tr>
<td>Strided transfer, 3D</td>
<td>4220</td>
<td>600</td>
</tr>
</tbody>
</table>

of the time is spent either waiting for a response from the interconnect or reading and/or writing data to the bus, due to the latency between the block copier and the target memory.

The efficiency of strided transfers was measured like the intra-SDRAM case above, with one long transfer from one half of the SDRAM to the other. This was repeated for different row widths, while keeping the total transfer length the same. The results, seen in Table 5.3, show that when row width is smaller than the maximum burst width of 1024 bytes, the utilization goes down significantly. This is expected from the simple transfer results, as the latency introduces a constant overhead for each transfer.

To characterize the minimum latency of the block copier, an AND barrier packet followed by seven single-word transfers was queued to the block copier, and the time to completion measured as above. This was repeated for each of the command types. Table 5.4 shows that two- and three-dimensional strided transfers have a considerably longer latency than simple transfers.
6. CONCLUSIONS

This thesis presented a block copier interface for heterogeneous platforms. The interface facilitates asynchronous data transfers directed through a command queue, and allows for inter-device signalling through device memory. The specification supports two- and three-dimensional strided transfers, in addition to simple, one-dimensional transfers, for e.g. image processing algorithms.

The presented example design implementing the interface reached the maximum clock frequency of the bus interconnect on an FPGA platform, and a 69 % maximum bus utilization rate was measured. As well as functioning as-is on AXI-based platforms, the design has been designed to be modifiable and can also act as a starting point for implementations e.g. supporting other bus architectures.

Future improvements to the example design for better average bandwidth include hardware support in the block copier function unit for overlapping transfers, that is, a transfer could initiate a read before the previous transfer has finished. A queue for loads over the AXI interface would allow the delay of fetching parameters from host memory to be partly masked by performing multiple memory accesses and computation in parallel. Further, the significant overhead in small strided transfers, likely due to loading parameters from external memory, could be almost completely removed by storing the transfer parameters to the block copier’s local memory, and using the load-store units directly connected to these memories to load the parameters.
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APPENDIX A. FIRMWARE

```c
#define _data  __attribute__((address_space(0))) // DRAM
#define _shared __attribute__((address_space(1))) // FRAM
#define _global __attribute__((address_space(2))) // AFI

typedef _global unsigned* axi_ptr;

typedef volatile _global unsigned* vol_axi_ptr;

#define AQL_PACKET_SIZE 64
#define AQL_PACKET_INVALID 1
#define AQL_PACKET_BARRIER_AND 3
#define AQL_PACKET_AGENT_DISPATCH 4
#define AQL_PACKET_BARRIER_OR 5

#define AXI_BUS_WIDTH 4
#define MAX_BURST_LENGTH (256*AXI_BUS_WIDTH)
#define MAX_UNALIGNED_BURST_LENGTH ((256-1)*AXI_BUS_WIDTH)
#define AXI_AS_BOUNDARY (1024*4)

// Word offsets for agent dispatch packet arguments
#define SIGNAL0 2
#define SIGNAL4 10
#define ARG0 4
#define ARG1 6
#define ARG2 8
#define ARG3 10
#define CMPL_SIG 14
#define COMPLETE 1

volatile _shared unsigned queue_spec[4]; // ptr, mask, read_iter, write_iter

unsigned minu(unsigned arg0, unsigned arg1) {
  return arg0 < arg1 ? arg0 : arg1;
}

void queue_bursts(unsigned from, unsigned to, unsigned length) {
  while (length != 0) {
    // Figure out the longest burst possible within AXI constraints
    // Burst may not cross 4 KB address boundary
    unsigned src_boundary_distance = AXI_AS_BOUNDARY - (to & (AXI_AS_BOUNDARY - 1));
    unsigned dst_boundary_distance = AXI_AS_BOUNDARY - (from & (AXI_AS_BOUNDARY - 1));
    unsigned boundary_check_max = minu(src_boundary_distance, dst_boundary_distance);
    // Burst may not exceed 256 words, but unaligned 256-word transfers
    // might take 1 word extra
    unsigned burst_len;
  }
}
```
if (((from | to) & 3) == 0) {
    burst_len = minu(MAX_BURST_LENGTH, length);
} else {
    burst_len = minu(MAX_UNALIGNED_BURST_LENGTH, length);
}
burst_len = minu(boundary_check_max, burst_len);
unsigned burst_len_actual = burst_len - 1;
_TCE_BURST_BC(burst_len_actual, from, to);
length -= burst_len;
from += burst_len;
to += burst_len;
}

int main() {
    // Wait for host to set queue pointer
    while (!queue_spec[0]) {}
    volatile _shared char* queue = (volatile _shared char*)queue_spec[0];
    while (1) {
        // variables for strided transfers
        unsigned src;
        unsigned dst;
        unsigned src_row_pitch;
        unsigned dst_row_pitch;
        unsigned src_slc_pitch;
        unsigned dst_slc_pitch;
        unsigned region[3];
        axi_ptr parameter;
        // Check packet at iterator
        volatile _shared char* packet = AQL_PACKET_SIZE * (queue_spec[2] & queue);
        while (1) {
        // if Packet status != INVALID, process it:
            if (*packet != AQL_PACKET_INVALID) {
                unsigned done = 0;
                axi_ptr compl_signal = (axi_ptr)(packet_uint[CMPL_SIG]);
                switch(*packet) {
                    case AQL_PACKET_BARRIER_AND:
                        for (int i = SIGNAL0; i <= SIGNAL4; i += 2) {
                            if (packet_uint[i] != 0) {
                                vol_axi_ptr signal = (vol_axi_ptr)(packet_uint[i]);
                                while (*signal == 0) {
                                    
                                }
                            }
                        }
if (compl_signal) {
    compl_signal = COMPLETE;
}
break;
case AQL_PACKET_BARRIER_OR:
    while (!done) {
        for (int i = SIGNAL0; i <= SIGNAL4; i += 2) {
            if (packet_uint[i] != 0) {
                vol_axi_ptr signal = (vol_axi_ptr)(packet_uint[i]);
                if (*signal) {
                    done = 1;
                    break;
                }
            }
        }
    }
if (compl_signal) {
    compl_signal = COMPLETE;
}
break;
case AQL_PACKET_AGENT_DISPATCH:
    switch (packet[2]) {
        case 1: // 2d strided transfer
            parameter = ((axi_ptr)(packet_uint[ARG0]));
            src = parameter[0];
            dst = parameter[1];
            src_row_pitch = packet_uint[ARG1];
            dst_row_pitch = packet_uint[ARG2];
            parameter = ((axi_ptr)(packet_uint[ARG3]));
            region[0] = parameter[0];
            region[1] = parameter[1];
            for (int i = 0; i < region[1]; ++i) {
                queue_bursts(src, dst, region[0]);
                src += src_row_pitch;
                dst += dst_row_pitch;
            }
            break;
        case 2: // 3d strided transfer
            parameter = ((axi_ptr)(packet_uint[ARG0]));
            src = parameter[0];
            dst = parameter[1];
            parameter = ((axi_ptr)(packet_uint[ARG1]));
            src_row_pitch = parameter[0];
            src_slc_pitch = parameter[1];
            parameter = ((axi_ptr)(packet_uint[ARG2]));
```

dst_row_pitch = parameter[0];
dst_slc_pitch = parameter[1];
parameter = ((axi_ptr)(packet_uint[ARG3]));
region[0] = parameter[0];
region[1] = parameter[1];
region[2] = parameter[2];
for (unsigned i = 0; i < region[2]; ++i) {
    for (int i = 0; i < region[1]; ++i) {
        queue_bursts(src, dst, region[0]);
        _TCE_ADD(src, src_row_pitch, src); // Avoid loop
        _TCE_ADD(dst, dst_row_pitch, src); // unrolling
    }
    src += src_slc_pitch;
    dst += dst_slc_pitch;
}
break;
default: // 0, single transfer
    queue_bursts(packet_uint[ARG0],
                  packet_uint[ARG1],
                  packet_uint[ARG2]);
}
// wait until transfer finishes
unsigned status = 0;
while (status == 0) {
    _TCE_STATUS_BC(status, status);
}
// Signal completion
if (compl_signal) {
    *compl_signal = COMPLETE;
}
break;
default:
    // signal error
    if (compl_signal) {
        *compl_signal = COMPLETE;
    }
}
// Reset packet status
*packet = AQL_PACKET_INVALID;
queue_spec[2]++;
}
```

Program 6.1 The C language program running on the block copier ASIP.